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Preface

This manual describes the capabilities and
usage of the BMDP computer programs. These programs
provide a wide variety of analytic capabilicies that
range from plots and simple data description to
advanced ‘statistical techniques. The first chapter
outlines the organization of the manual and suggests
how to use it.

This edition differs in many respects froo
earlier editions; therefore we vecoomend chat you
read Chapter One even {f you are familiar with the
previous editions.

The firsc BMD Biomedical Computer Programs
manual appeared in 1961, and was followed by
numeraus editfons. Each new edition included new
prograss with imptroved features, novel stactiscical
techniques and more robust statistical algorithas.
In 1968 we bdegan to develop the English-based
Control Language used with the BMDP prograams
described in this manual. This aethod of specifying
instructions {s mwore (lexible than the fixed format
used in the BMD programs. Ln addition, vepeaced
analyses of the same data, or similar analyses of
multiple sets of data, can be done by stating a
minimun number of Control Language instructions.

In this edition we attempt to incegrate an
extensive discussion of most program features with
examples of how they are used. There are numerous
input/output examples, many of which are annotated.
Our emphasls is on the use of che statiscical
techn{ques and not on the numerical results cbtained
therefore we explain the cerms used in the
results, but do not repeat the numerical ansvers in
the discussion of the results.

The manual is written for new users of computer
programs as well as for experienced scatiscicians.
Chapter One gives an outline of the entire manual
and a guide to its use. Chapter Two describes the
scope of analycical ctechaiques available, bdasic
cerminology and a short description of each program.
in chapters four through seven we discuss the
specifications comaon Co many programs and explain
how they are specified in Control Language. Chapters
eight through twenty are devoted to the individual
programs. The programs are discussed in relation to
the analyses they perform. Each prograa is
extensively illustrated by annotated input/output
examples. Difficult formulas and computational
algorichms are provided in an appendix.

New chapters are written by the designaced
authovrs. Revisions of material appearing in previous

editions were done primarily by James Frane, MaryAnn
Hill and W.J. Dixon. This process was simplified by
the expert edicting provided by Mortea Brown who
edited the previous edition.

This revision could not have been coapleted
without the supporc of wmany BMDP staff wembers. In
addition to those mentioned elsevhere we wish to
acknowledge the assistance of Noel Wheeler, and
Linda Moody.

Ellen Sommers tested and rerested rthe programs
to document how the optiocas work and ptepa:ed the
exanples {n this manual.

Throughout Janice Cammell proviced expert
techntical editing, {mproved phrasing, organization
and actencion to detail. Ching Liu and Avis Williams
expartly typed the many drafts of the aanuscript and
prepared the camera-ceady copy. The text in this
manual was produced with the aid of a text-editing
prograam produced by the Clinical Evaluatioa Unit of
cthe Brentwood Veterans Adminiscration MNedical
Center. Layout was dome by Barbaca Widawski.

Appendix D coatains information on ordering the
programs and the computers on which they -are
available. Although the prograes have been under
test and development for some time we know
difficulties may arise in their use; these
difficulties should be reported to us as described
in Appendix D. Your comments and criticisms about
the programs and this manuval will also be
appreciated.

In the first edition of the manual 26 prograas
vete described. The 1979 edition concained 36. This
edition contains 42 programs. The developaent of new
prograas and revision of previously released
programs is an ongoing project. New opcloas are
continually being added. the new programs in this
@anual are:

BMDP4F - Two-way and Multiway Frequency Table
Analysis - {ncludes all of the essential
features of the older 3MDPIF, BMDP2F, and
BMDP3F programs and adds new features for
screening log-linear wmodels. Models can be
selected in a stepwise nanner. Structural
zeros are petmitted for both two-vay and
aultivay cables. Cells oc scrata whose
frequencies deviate from the expected
frequencies under a proposed codel can be
identified in a scepvise nanner. .




BMDPZL - Cox Models for Survival Analysis ~ analyzes
Cox style proportional hazards survival
analysis models with covariates. There can
be both time-independent and time-dependent
covariates. Models can be - selected ia a
stepwise wmanner by either exact amaximuam
likelihood or by an efficient approximation
using parcial derivatives. Several plots
can be selected to accompany the results.

BMDP1T - Spectral Analysis - performs spectral
analysts. Control Language 1is a series of
brief commands to allow easy iateractive
use. Fearures iInclude estimation of
spectral densities, coherences, variable
vs., time plots, lagged scatrer plots, and
complex demodulation plots. Attencion fs
given to missing values, removal of
seasonal means and, linear trends and the
use of several kinds of filters.

BMDP2T ~ ILarteractive Box-Jenkins Analysis, Including
Transfer Functions =~ deals with a general
class of time series models that includes
ARIMA, 1atervention, and transfer Ffunction
components. For the ARIMA component, it
allows any number of autoregressive and
moving-average factors and each factor may
have any number of parameters of any order
of lags. Intervention and transfer function
components also have dynamic structure

similar to the ARIMA components. Plots
{nclude individual and nultiple time
series, autocorrelaction, partial

autocorrelation and c¢cross <correlation
functions. Control Language 1s designed for
interactive and batch wuse. OQuctput s
adjusted to the width of a computer
terminal and can be performed in a series
of steps guided by the user.

BMDP4V - Univariate and Multivariace Analysis of
Variance and Covariance, Including Repeated
Measures and Cell WYeights - expands cthe
analysis of variance capabilities of the
older BMDP2V, (It was originally developed
as URWAS, the University of Rochester
Weighted ANOVA System.) Some of its new

features 1include Greenhouse-Geisser and
Huynh~-Feldt adjustments to the wunivariate
approach to repeated weasures; wunivariate

and multivariace approaches to Trepeated
measures; covariaces for both fixed effects
and repeated measures; user defined cell
weights (cell {famportance) for hypotheses
tested; Interactive analysis of submodels;
and orthogonalization of effects under user
control in order to yield various types of
sums of squares for unbalanced designs.

BMDP8M - Boolean (Binary Data) Factor Analysis =~
performs & factor analysis of dichotomous
(binary) data. The analysis in this prograam
differs from that of classical factor
analysis (see P4M) based on binary data
even though <the goal and wmodel
(symbolically) appear stmilar. The goal is
to express p variables by a factors where m
is considerably smaller than p.

matrix
scores

The arithmetic wused in the
aultiplicaction is Boolean, so cthe
and loadings arc binary.

A case has a score of one If {t has a
positive response for any of the variables
dominant in the factor (those not having
zero loadings) and zero otherwise. The
program has been found wuseful {n
serological and other studies.

BMDPIM - Linear Scores from Prefetrence Pairs -
constructs for each case a score that {s a
linear combination of che variables where
the coefficients are based on the judgments
(preferences) of experts. The expert
compares cases two at a time, stating which
of the pair he prefers. The analysis
weights the observed variables cto best
replicate the preference of the judge
(whatever subjective or objective
information he may wuse). The expert need
not judge all possible pairs of cases.

The score is dectermined in a stepwise
manner weighting the variables by their
importance to the expecrt. Preferences froa
more than one expert can be analyzed.

Other New Features
Other modules added since che 1977 edition are:

BMDPKM - K-means Cluster Analysis
BMDPLR - Stepwise Logistic Regression
BMDP8V - Mixed-model Anova, Equal Cell Sizes

Important modifications have been made c¢o several
prograas:

BMOPID - Option for file sovting

BMDP2D -~ Option for stem and leaf display

1DP3D - Robust option for t statistics

BMDP6D - Mulciple pairs of variables
plots permitted

BMDP7D - Capacity to handle more groups in side-by
-side histograms, plot of cell means vs.
standard deviations

BMOP8D - Completely rewritten with a much aore
efficient algorithe for computing
correlatfons from incoamplete data

BMDP2M - Option for siangle linkage and related case
clustering

BMDPAM -~ Maxiomwm likelihood estimation of covariance
matrices frowm incomplete data, display of
pattern of occurrence of missing values
after clusctering patcern of missingness by
rows and columns

BMDPIR - Specificacion of function and derivatives
for nonlinear regressioa cthrough BHDP
Concrol Language racher than FORTRAN

BUDPAR - Specification of function for derivative-

in bivariate

free nonlinear regression through BMDP
Control Language vather cthan FORTRAN,
modifications to permit pharnacokinetic

wodels defined by differential equations

IMDP2V - Cell mean vs. cell standard deviation plot,
Greenhouse-Ceisser and Huynh-Feldt
ad justments to degrees of freedoa for
repeated measures
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Feacures added to all BMDP modules include:

- Character handling through the transformation

processor, e.g., conversion of alphabetic codes to

numeric codes :

Easier specification of category codes and names

- Free-format data reader

Fortran vaciable format data reading replaced by

coaversion within BMDP of card images ¢o numbers

for enhanced diagnostics and permitting blanks as

missing value codes for all computer systems

- Codebook interpretation of input format

- Dynamic storage mechanism to allow easy
specificacion of very large analyses

- CPU usage rteport, date and time repocrt

- Increased control over output,
interactive execution

- Qutput of data files in binary, F, and G format

- Printing of problem title at top of each page

- Improved data printing

- Specification of certain special characters in
variable names without the need for enclosing cthem
in apostrophes, e.g., the use of underscore allows
easier interface with SAS

- Enhanced portability, especially for CDC and 16
bit machines

e.g., for
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INTRODUCTION

The BMDP computer programs are designed to aid
data analysis by providing methods ranging from
simple data display and description to advanced
statistical techniques. Data are usually analyzed by
an iterative “examine and wmodify” series of steps.
First the data are examined for unreasonable valuves,
graphically and numerically. If unreasonable values
are found they are checked and, if possible,
corrected. An analysis is then performed. This
analysis wmay idencify other inconsistent
observations or indicate cthat further analyses are
needed. The BMDP programs are designed to handle all
steps in an analysis, from che simple to the
sophisticated.

The BMDP programs are organized so the problem to
be analyzed, the variables to be wused in the
analysis, and the layout of the data are specified
in a unifors manner for all programs. This pernits
different analyses of the same data with only minor
changes in the instructions.

This manual is arranged by the type of analysis

appropriate to the data. Included are chapters on
data description and screening, plotting, frequency
rables, regression, analysis of wvariance,

multivariate analysis, etc. Each chapter describes
the programs that are available to do a specific
type of analysis. In the introduction to each
chapter the programs are described and contrasted
with each other to indicate which is preferred for a
specific analysis. Programs in other chapters are
cross-referenced if they provide a similar function.
The programs are loosely classified into series:

D: data description
¢ freguency tables
R: regression analysis
V: analysis of variance
M: multivariace analysis
L: 1life ctables and survival analysis
S: special (miscellaneous)
T: tioe series

Many programs cross boundaries between two series.
For example, multivariace regression belongs to both
the multivariate (M) and regression (R) series.

-Each program is identified by a rhree-character
code; the first is P (from BMDP) and the last is cthe
series classification. The middle character is
assigned when the programming begins; it can be 1-9
or a lectter. The order does not {ndicate {increasing

complexity, and some numbers do wot appear.

For example, the program “Simple Daca
Description”™ is labelled PID since it is the ficst
program in the Descriptive series, and “Nonlinear
Regression” {s labelled P3R as the third program in
the Regression series. Since prograwms in this manual
are described by content, “Multivariate Regression”
(P6R) 1is explained in the chapter on Multivariate
Analysis with programs from the M-series.

New programs are continually being developed and
released. The first edition of che BMDP panual
(Dixon, 1975) contained 26 programs, the 1979
edition thirty-six. New in this manual are:

P4F -- Frequency Tables -- Two-way and Multiway
This program replaces PIF, P2F and P3F and
expands the capabdbility for analyzing
contingency tables

P2L -- Survival Analysis with Covariates ——

Cox models

P8 -- Boolean Factor Analysis

P9 -- Linear Scores for Preference Pairs

PIT -- Univariate and Bivariate Spectral Analysis

P2T — Box-Jenkins Time Series Analysis

P4V — General Univariate and Multivariate
Analysis of Variance, Including Cell
Weights and Repeated Measures

In addition, all programs are reviewed and
revised in response to suggestions from users, to
inprove efficiency or to correct errors. For
exanmple:

- P3D (t tests) has been expanded to give tricmed t
statisctics and Levene's test for equality of
variances

- P’D now plots an estimate of the cell standard
deviation vs. the cell mean and alse plots the logs
of each cell statistic. The slope of the regression
line for the second plot is used to determine a
transformacion for stabilizing variances

- P8D (Missing VYalue Correlation) has been
revrictten to include a much more efficient algorithom

- PAM (Description and Estimation of Missing
Values) has been expanded to include the maxioum
likelihood method of estimating covarfance and
correlacion matrices from incouplete data

- P2V (Repeated Measures ANOVA) now includes the
Greenhousé~Geisser and Huynh-Feldt adjustments to
degrees ' of freedom.

[T




v e Fae i e o mm t e Pime g o

| introduction

ding
ddition, diagnostic messages for data rea
:-:v: been e;uhanced and free-formacted data reading

is now available.
Major changes in the programs and novel ways to

use them are documented in the newslecter, BMDP.

Communications. Articles from BMDP Communications
that describe ways to use cthe programs are reprinted
c.

e ;:z:ndmj::wul describes the current status of the
programs. Since your facility may have an earlier
version of the programs, e have included notes in
the manual regarding changes since our November 1978
celease. Note that each BHD? program prints a date
in the upper left cornmer of the first page of the
output - . .

An abbreviated manual, the BMDP User’s Digest and
a BMDP Control Language Pocker Guide are available.

See Appendix D.

1.1 A GUIDE TO THIS MANUAL

{nt;cductory Material (Chapters 1 through 3)

The scope of the statistical analyses provided by
the BMDP programs is discussed in Chapter 2. Section
2.1 introduces terms used throughout this manual and
describes analytical features avatlable in more than
one program. The scope of the possible analyses with
the BMDP programs is outlined {in Section 2.2.

For readers who are using a computer for che
first time, Chapter 3 gives annotated exacples of
simple analyses, describes how to organize your data
sheets (research forms), and describes the layout
(format) of your daca.

Features Common to Al BMDP Programs (Chapters 4 through 7)

Chapter & describes the English-based BMDP
i{nstruction language used to describe the data and
specify the analysis. The terminology and notation
used throughout this manual are defined here. We
recomnmend that you tead the definitions in Section
4.1 even if you are familiar with the BMDP programs.
The 3MDP instructions used to describe the data and
variables are presented in Chapter 5. The
free-format data reader described in Chapter 5 is
available in all programs except P4D. Methods of
transforming and editing data are treated in Chapter
6. Since an analysis often requires multiple steps,
the data or results from one program can be saved in
a BMDP (Save) File (Chapcter 7) and then used in
other programs. The use of a BMDP File eliminates
having to repeat the description of your data.

Program Descriptions (Chapters 8 through 20)

Chapters 8 through 20 describe methods of
analysis and the programs available to perform them.
Each chapter begins with an introduction describing
alcernate methods and programs. This is followed by
detalled descriptions of each program. (The feacures
described in Chapters 4 through 7 are not repeated).

Each program description begins with a shorc
abstract and a list of the examples and other
options & features. This is followed by one or more
examples that illustrate the sizplest or zost common
usage of the program. Each example consists of the
BMDP iInstructions that are required by the program
and the resulcts produced by the program. The

instructions and results are labelled Example and
Output respectively and are fidentified by the lasc
two characters of the program name and a sequence
number within the program, e.g., 2R.3 denotes cthe
third example for BMDP2R. Numbers in circles (e.g.,

, , +++) are used to annotate the results; che

oumbers on the output correspond to circled numbers

in the legend or the text.

A list of program options follows the example(s)
with page references to where they are discussed.
Each option is described; examples are provided for
many of thea.

The BMDP programs can analyze large amounts of
data. Near the end of each program description a
statement is made of the largest problem the prograa
can analyze without modification. A more detailed
formula for determining the size of problem the
program can analyze is given in Appendix B. If your
problem exceeds the limic, Appendix B also contains
a description of the changes needed to analyze
larger probleas.

The last section .in the program descripction
states the formulas and algorithms cthat are
described in greater detail in Appendix A. The mote
difficult formulas and computational procedures are
collected in the appendix.

Each program concludes with a sumpary. The
summary consists of a table that describes the BMDP
instructions used {n the program, and provides short
definitions and page references to explanations of
the program options. These tables can be wused as
indexes to che program descriptions.

Useful Aids

An index to the manual {s included in the last
few pages.

On the inside fronc cover the programs are listed
by their three-character identification codes; page
references are given to program descriptions and
suamaries.

On the {nside back cover the Control Language
common to all prograas (and described in Chapters
4-7) is presented in suammary forw. Opposite the
inside back cover, space s left for you to fill in
the instructions necessary to begin an analysis on
your computer (see Chapters 4-7).

Where to Start Reading

If you are using computers for the first time, we
recommend that you sctart with Chapter 3. Then read
Chapters 4 and 3 for a description of cthe Control
Language. And finally, try one of the programs in
Chapcers 8, 9 or 10.

If you are not familiar wicth the BMDP programs,
but have previously used a computer, we recommend
that you read Chapter 2 (Section 2.1 and 2.2) for an
overview of cthe programs and Chapters 4 and 5 for a
description of the Control Language before curning
to the specific analysis you want to do.

If you are already familiar wvith che BMDP
programs, but not with cthis wmanuval, we recommend
that you skim Chapter 4. If you are already familiar
vith the program to be used, turn to the summary for
the prograe (see the 1list of programs inside the
front cover); otherwise you can either turn to the
chapter describing the type of analysis chat you
want to do, or co Chapter 2 for an overview of all
the prograams.

l‘ b ,-



oy

ey

DATA ANALYSIS
Using the BMDP Programs

INTRODUCTION

The meaning of 'data apalysis” is different for
each of us, depending on our level of statistical
training. Techniques used in data analysis vary from
the simplest display of data in a hiscogram or a
plot and the calculation of staristics (such as the
mean and standard deviation) to advanced mecthods of
multivariate analysis. To some, dacta analysis
involves a single display or set of computations; to
others it {aveolves a sequence of steps, detecting
the presance of outliers and {inconsistencies,
ensuring that assumptions necessary to the analysis
are met, etc. Each step may suggest further
analyses.

The BMDP programs provide many analytical
capabilities -~ from elementary to advanced. In this
chapter we describe features that are available in
more than one program and oucline the scope of
available anslycical techniques.

WHERE TO RiND IT
page
2.1 Basic Terminology for Common Features 3
and Statiscics

Data and acceptable values 4

Cases used when some values are unacceptable 4
(missing)

Transformations and seleccing subpopulations 4
for analysis

How to define subpopulations or groups

Univariate statistics

Covariances and correlations

Plots and histograms

Printing data and results for each case

The BMDP File

Case weights

Computational accuracy

Table of common features and statisties

2.2 Overview of Data Analysis with BMDP

o

Data screening and description
Data in groups

Transformacions

Plots and histograwms

Frequency tables

O O W ™

NOOdOV N e~

Misging values 9
Regression 9
Nonlinear tegression 10
Analysis of variance and covariance 10
Nonparametric statistics 11
Cluster analysis 11
Multivariate analysis (factor analysis, 11

canonical correlation, partial correlation,
multivariate regression, discriminant
analysis and preference pairs)
Survival analysis : 13
Time series 13

Chapter Organization Program Labels

8. Dara description 1D, 2D, 4D
9. Data in groups 3p, 7, 9D
10. Plots and histograms 5D, 6D
11. Frequency tables 4%
12. Missing values 8D, AM
13. Regression 1R, 2R, 9R, 4R, SR
l4, Nonlinear regression and
maxioum likelihood 3R, AR, IR
15. Analysis of variance and
covariance v, 2v, 3v, 4v, 8v
16. Noaparametric analysis 3s
17. Cluster analysis M, 24, M, I
18. Multivariacte aralysis 4M, 6M, 6R, T, &M, 9M
19. Survival analysis 1L, 2L
20. Time series 1T, 2T

2.1 BASIC TERMINOLOGY FOR COMMON FEATURES
AND STATISTICS

Each BMDP program is designed to provide a
certain analyctical c¢apability, such as data
description, plots, or regression analysis. Some
stacistics, plots, or other rvesulcs are provided by
several programs.

In cthis section we describe some of the common
features and introduce terminology that is used
throughout this wmanual. Table 2.1 (p. 7) 1lists the
features and ideantifies the programs that contain
each feature.
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2.0 Data Analysis

Data and Acceptable Values

Dsta are codes representing characteristics
(e.g., sex, eye color), values of measurements
(e.g., height, weight) or responses to questions.
Each characteristic, measurement or response 1s
called a variable. Each cg3se contains values for all
the variables for one subject, animal, or sampling
unit. A case may tepresent such things as responses
to questions, outcomes of tests or measurasments made‘
on a subject or test animal.

Some values in a8 case way not be recorded. A
value that 1is not recorded may be left blank or may
be recorded with a special code; the blaank eor
special code, whichever is used, is called a missing
value code and the unrecorded value is called a
missing value. Missing values are excluded from all
compucacions. )

In any program you can restrict the analysis of a
variable to a specified range by assigning an upper
limit (maximum) and & lower limit (winimum) for,
values of the variables. A value that 1Is greacer
than the upper limit or less than the lowver limit is
out_of range and is excluded froo all computationms.

An acceptable value is one that is not equal to a
missing value code and is not out of range. A
complete case is a case in wvhich the values of all
the variables are acceptable (there are no values
missing or out of range).

Cases Used When Some Values are Unacceplable
{Missing)

All BMDP programs (except P4D) check for values
missing and out of range. The treatment of cases
depends on the primary purpose of the analysis. For
example, PLD -- Simple Data Description -~ computes
statiscics for each variable from all acceptable
values for the variable; but P2R -~ Stepwise
Regression =~-~ uses only complete cases to estimate
the linear regression equation.

The BMDP programs include cases in an analysis
according to one of three criteria:

A All cases are included (all acceptable values
for each variable are used)

B Cases are included only if they have acceptable
values for all variables specified in the analysis
C Only complete cases are included (cases that
have acceptable values for all variables)

The difference between the above criteria can be
explained in terms of an example. Suppose we have
three variables, each of which has some unacceptable
values. The data for five cases are:

height ‘weight age.
1) 67 130 -
2) 64 106 21
3) 6s 117 27
&) 67 - 24
5) - 121 29

We request means for the firsc two variables only.
Using Method A, the wmean of each variable Is
computed from all its acceptable values, whether or
not either of the other variables have acceptable
values (1.e., four values for each vatriable). By
Method B the wmeans of the first two variables are
computed from data im .only those cases that have

acceptable values for both variables (cases 1, 2 and
3). Method C 3allows the means to be computed from
cases that have acceptable values for all three
variables (only cases 2 and J).

Method C may use fewver cases than eifther of the
other mechods. You can specify a list of variables
to be checked by Method C wich the USE list fn the
VARTABLE paragraph. Variables that are excluded from
the list are not used in any of the computations
(not even their means are computed). In Chapter 5 we
describe how this list is specified.

The method used by each program is shown in Table
2.1. Three programs, PID, P8 and PAM allow you to
choose explicitly between methods. F8D computes
estimates of correlation matrices using all observed
values instead of oaly those values from complete
cases. PAM does the same and, in addition, provides
estimaces to fill in where observations are missing.
PAM also has features useful for describing the
pacttern of where values are ®missing. .

Transformations and Selecting Subpoputations for Analysis

Transformactions can be used to replace the value
of a variable by its transformed value; e.g., weight
by the logarithm of weight. Also, new variables can
be created from the observed variables by
transformations. For example, If pulse rate is
measured before and after exercise, the difference
between the two measurements can be a meaningful
quantity. This difference can be specified as a new
wvariable and can be used in the analysis. Aay number
of new wvariables can be trested as functions of the
observed variables. These functions, called
transformations, can involve arichmetical operations
(e.g., +, =, *, /), powers, trigonometric functions,
and complex conditional statements (IF(A/8~C LT 0)
THEN D=0.).

You can also select cases to be used in an
analysis (e.g., data for males and for respondents
in their twenties ~— USE = SEX EQ | AND AGE GE 20
AND AGE LT 30.).

Methods of specifying transformations and. case
selection are described in detail in Chapter 6.

How to Define Subpopulalions or Groups

Some analyses, such as a t test betveen two
groups or a one-way analysis of variance, require
that the cases be classified into groups. The
variable whose values are used to classify the cases
into groups 1is called a grouping variable. Groups
can be identified as codes (such as sex codes | and
2 for males and females) or as intervals (such as
age 10-19, 20-29, etc.).

In all programs you can select cases belonging to
specific groups (fulfilling certain criteria) by
case selection (Chapter 6). The purpose of some
analyses is to cowmpare groups, such as in a plot or
by a t test or by an analysis of variance. In some
programs you can explicitly specify groups to be
analyzed (or plotted).

Univariate Statistics
Most programs compute the aean, standard

deviation and frequency for each variabdle. In
addition, other univariate statiscics are computed




in several BMDP programs. We review the definitions

of these statistics below.

Let X,, X,, ..., Xy be che observed (acceptable)
values gor a variable in the cases used in an
analysis. Then N is che sample size, frequency or
count for the varifable. The mean, X, is defined as

x =Zx, /N

3
(Other estimates of location, such as the median and
more robust estimates, are available in P2D ‘and

P7D.)
The standard deviacion, s, is

s = [E(xj - - DR

: 2

The variance is s° and the standard error of che
mean is s/YN. The coefficient of variation is the
ratio of the standard deviation to the mean, s/X. 1f
a variable has a very small coefficient of

variation, loss of computacional accuracy can result -

due to the limited accuracy with which a aumber can
be represented internally in the computer.

Many analyses require that the distribution of
the daca be normal, or at least symmetric. A measure
of symmetry is skewness, and a measure of
long~tailedness 1is kuyrtosis. The BHDP programs
compute skewness, g, as

g, = I(x; - BT/
and kurtosis, g,, as
g, " ::(xj - )Y/ (Ns*) - 3

If the data are from a normal discributfon, tj;e
standard error of g, is (6/NY% and of 8, is (26/N)3,
A significant nonzero value of skewness is an
indication of asywmetry =-- a .positive value
indicating a .long rcight tail, a negative value a
long left tail. A value of g, significancly greater
than zero indicates a distribution thac is
longer-tailed than the normal. We recommend that you
also examine histograms when using these statistics
for they are sensitive to a fev extreme values.

The swmallest observed (acceptable) value, xpin,
and che largest, Xyax, are prianted by several
prograns. The range is (xqax Xnin). The smallest
and largest standard scores (z-scores, zpj, and 2pay
respectively) are also printed by some programs. We
define Zain and Zpax S N

and z

z max

= (%pn - /s = (Xpayx = X)s .

min

Covariances and Correlations

Covariances and correlations are used in many
statistical analyses. The covariance between two

variables, x and y, {is -

cov(x,y) = 7:(1(j - XMy, - ;')/(_N - 1) .

3

The correlation, T, between two variables is

coviryy DOy T RNy - D

Sx %y (=(x,

This is also called the product-moment <correlation
coefficient.

(- F S0 R ap PO DU L e

Basic Terminofogy 2.1

The correlation can also be computed afcer
adjusting for the linear effect of one or more other
variables. For exaaple, we may want the correlation
between x and y adjusted for z and v (sometimes
veferred to as correlation at a fixed value of z and
w). This is called the partial correlation

coefficient between x and y given z and w. It is
equivalent to fitting separate regression equations
in z and w to x and to y, and computing the
correlation between the rvesiduals frow the two
regression lines.

A muleiple correlation coefficient (R) is the
maximum correlation that can be attained between one
variable and a linear combination of other
variables. This is the correlation between the first
variable and the predicted value from the multiple
regression of that variable on the other variables.
R? is the proportion of variance of cthe first
variable explained by the woultiple regression
relating it to the ocher variables. .

Plots and Histograms

An assumption of normality is required by many
.analyses. The assumption can be assessed by 2 normal
probability ploc. The assumption of normality is not
usually wich respect to the data, but wich respect
to the residuals, the differences betveen the
observed value and cthe value predicted by che
statistical model. Many programs plot the residuals
in a pormal probability plot.

Scatter plots of one variable against another are
useful {n examining the relationships between che
two variables; they are also useful in assessing the
fit of "a scatiscical wmodel (such as regression).
Scatter plots of the data and results are provided
in many BMDP progracs.

Histograms, or bar graphs, are a basic tool in
data screening. They can be used to screen for
extreme values or for the shape of the distribution
of data. Several BMDP programs plot hiscograms as
part of their analyses.

Table 2.1 indicates which programs produce plots
and histograms as part of their analyses. Chapter 10
describes two programs whose primary purpose is to
provide plots and histograms in final form.

Printing the Data and Results for Each Case

Many programs can list the data for each case.
Some programs print results for ezach case, such as
predicted values and tesiduals from a rvegression or
scores from a factor analysis. Several programs have
special capabilities for listing the daca:

- P4D can print cthe data i{n a compact card iecage
form

- P4D can also print only
nonnumeric syabols

- PID can list all the data so thact each column
contains all the values of one variable or so that
all wvariables for one case are princed before those
for che next case

- PLlD can print only cases with missing values or
only cases that have values out of range

- PID can also print the data after sorting the
cases according to one or more variables

- PAM can print, in a compressed list, the
positions of the missing values and values ouc of
range :

- P24 and P4M can prinmt standard scores

cases that contain

B IO
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2.0 Data Analysis

The 8MOP File

¢ data 1s usually asnalyzed many times by
BHD: ierzgtoams. For example, the data nay first be
examined for extreme values (outliers) and for
distributionsl assumptions; then oaecessary
transformations can be performed, weaningful
hypotheses tested, of relationships between the
variables studied. The results of an analysis wmay
suggest that further analyses are needed.

All programs can read a data macrix as inpuc. ALl
programs (except P4D) can copy the daca into a BMDP
File. The BMDP File is a means of storing your daca
or results from an analysis So you can reuse them
aore efficiently in other BMDP programs; the File
can be created or read by any BMDP program (except
P4D). There are several advantages to using a BMDP

File:

-~ data are read efficiently from a BMDP File; the
cost of reading 2 large amount of data from a BMDP
File is substantially less than vhen a format
stacement is used

- pany of the Control Language instructionms,
specified when the BMDP File is created, need not be
respecified for each additional 2analysis. For
example, the variable names, the indicators for
missing values and values out of range, codes and
nawmes for categories, etc., are stored with the File
~ data are stored in the BMDP File after
cransformations and case selection are performed

- the BMDP File is the only way to store resulcs
{such as factor scores, residuals from a regression
analysis or a covariance matrix) so they can be
analyzed further by other BMDP programs

Table 2.l shows that all programs (except P4D)
can save the data in a BMDP File. Many programs save
results, such as predicted values or residuals. Some
programs can also save a covariance or correlation
matrix or some other matrix of results.

All programs but P4D accept data from a BMDP File
(a BMDP File can be created by ome program and read
by a different program). Several regression and
multivariate analysis programs accept the covariance
or correlation wmatrix from a BMDP Tile, thus saving
computer time and cost. P4F accepts multivay tables
as iaput.

Case Weights

Most statistical analyses assume that the error
of each observation has a constant wvariance. When
che variance is not constant, the computations of
the mean, standard deviacion and other statistics
are best done by veighting each case by the inverse
of the variance. For example, the researcher knows
the variance from previous work and includes its
inverse as an additional variable for each case.

Case weights can also be used to represent the
frequency of an observation vhen the same
observation 1s made wmore than once but is rcecorded
in only one case; however, except for the frequency
table programs, the sample size will be the number
of cases and not the sum of weights.

You can specify case weights in many 3MDP
programs. The effect of the case weight onrn the
computation of the univariate statistics, covariance
and correlaction is described below.

Let v be the case weight for the jth case. Then

X = ijxj/}:uj
s = quj(xj - B - 1)xuj/u]}ls
cov(x,y) = Zus(x; - i)(yj -9/ ‘l)va/NJ

}Iu.'j(xj - i)(yj -y

T =

(2w (x,- §)’Swj(yj - P

where N is the number of acceptable observations
used in the analysis with positive (nonzero)
veights.

When case weights are not specified, w; is set to
one for all cases and the formulas are identical to
the formulas given on p. 5.

Computational Accuracy

The computer represents each number by a binary
sequence of limited accuracy. As a result there can
be a loss of accuracy in certain types of
computation, such as matrix iaversion. Loss of
accuracy is especially pronounced if a variable has
a small coefficient of variation (s/X) or if a
variable has a very high multiple correlation with
other variables.

All programs vepresent data values in single
precision. Some programs do computations in single
precision. Others do computations in double
precision; these programs are the ones whose
computations are wost likely to be affected by a
loss of accuracy {f the computations are done in
single precision.

2.2 OVERVIEW OF DATA ANALYSIS WITH BMDP’

The breadth of techniques available in the BMDP
programs is indicated by the chapter titles:

8. Data Description

9. Data in Groups ~- Description, t Tests and
One-Way Analysis of Variance

10. Plots and Histograms

11. Frequency Tables

12. Missing Values ~- Patterns, Estimation and
Correlation

13. Regression

14. Nonlinear Regression and Maxinum Likelihood
Escimation

15. Analysis of Variance and Covariance

16. Nonparametric Analysis

17. Cluster Analysis

18. Multivariate Analysis

19. Survival Analysis

20. Time Series Analysis

In cthis section we describe some of these
techniques in general tecms, and explstn when the

techniques are useful (see also "First Steps"”,

e




Data Analysis 2.2

Table 2.1 Features common to BMDP programs
Chapter 8 9 10 11 12 13 14 15 16 17 18 19 6 20
124 1379{56 | & [8a]12943 3AL[12343' 3hi23k se6789 (121 li2
Program DDD ;DDD{ DD | F |DM|RRRRR [RRR , VWWVVV | § hwpop MMRMMM{LL] S [TT
Cases used ! i :
. A all cases (all acceptable values) ) IAAA AAALAA ] AAA i AA. A ala
B cases with acceptable values for all vars. : B BB B; BBBB . BB BB
specified in analysis (see p. &) : !
C complete cases only : ccicc ¢ jcc ic cjee jc c¢ c
Analytic capabilities H i , . ;
T ctransformations and case selection ; TIT|TTT| TT| T|TT;TTTIT{TTT!TITTT T|TITT TITTTI|TT|T{TT
W case weights | WIWWEWWW W W W WO WY W :
D double precisioa : Di DD DDD.! 000D - DDODD D D
; . B .
Univariate statistics ! i ; i
% mean PR ORRR[TR] RO KKK IR R OR(RORIERR | KRR
% other estimates of location | x| % “ ] : !
s standard deviation ;85 {sss|ss| siss ssss lisss!ss H s,s sissss | slslss
v coafficient of variation ‘v wowvwy | ey |
g skewness and kurtosis | 8 g gg | gl ! egg } g
@ min. and max. of the acceptable value i 2 omu memj @ @, omme | 8ol
z z-score for min. and max. values Yz e 2z | g {2222 |
| N nunber of cases (sample size) ;NN NNN| MY NGV NNNNNCNNNGNNNN - NG NNNN v i) e
i G above statistics computed for each group e GGG GG GG i fGG GG ' G G G
H ! : i h : . .
Other statistics ! P t : : i
r covariances and/or correlations ! re e irr rrrr i cir rciger 13
p partial correlations i b ! ! ipp ! p
R squared multiple correlation (R® or SMC) H R RRR . ' RR R R
f frequency counts, for each value or category | fff £ | E] £] YOE i f
% frequency counts, in X % iy %y i : '
i X eigenvalues and/or eigenvectors . XA ! i MOA
! G above stacistics computed for each group i GG !GG} G| 6.G \ ; | G :
' ' 1 .
Test statistics : | ! ] o ; :
F comparison of group meams (c,F) 1 FFF ! i FFFFF F FLF
V comparison of group variances ’ vy T | :
x comparison of group or cell frequencies ; ¥ X ¢
D mulcivariate comparison of group means i D ; "] D D
(T2, 02,2, U) : oo !
. . i i
Plots and graphical displays : i : )
K hiscograms i H W [H | : .
N normal probability plots ! N CNNVNN : N
S scatter plots of data S Si S ; S| SSS S|
R scacter plots of resulcs " R RRRRRI{RRRIR ! RIRRRR R;R
O other (see prograam description) 0o [} ; (€]e]s} 0 {00} |00
Prints for each case Lo t
D data (after transformations, if any) D Di D i O ODD D;DDOD 0 O DIDDDOD ' D.D|{DD
S cases with special values S s P
z standardized scores [ z z | {
R residuals and/otr predicted values R. RRR RiRRR{ RR R RR i Ri | R
F factor, princ, coamp. Or canon. var. Scores : 13 FF FF i
M Mahalanobis distances PMoM MM M
0 other (see program description) 0 ) o) 000 0000 [
BMDP File output .
D data (after transformations, Lf any) 0D ;0DD}DO! D:DD DDDDO|DDD}ODDDD | D} DDOD) DDDDDD) DD; DiDD
R results for each case as part of data R RRR R|{RRR| R RRRRRR R
G codes/cutpoints saved with data G |[GGGIGGy G| GG G{GGG G
C correlation and/or covariance matrix CC. cce cce
0 other (see program description) 0} 0 o] ojo oo 0
Input from BMDP File
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Appendix C.ll). Specific program options are
presented in the program descriptions. Some of the
more advanced techniques, such as maximum likelihood

esctimation, are discussed only in the program

descriptions.

Data Screening and Descriplion

The first step iIn an analysis is to examine the
data for errors and for the appropriateness of
assumptions to be used in the analysis (such as
normality). If errors remain in the data they can
cause a2 '"garbage-in, garbage-out” analysis. Blunders
or extreme outliers in the data may need to be
removed to achieve a meaningful analysis. The daca
may need to be transformed to fit che various
assumptions (constant variance, normality, ecc.)
required by the statistical wmodel.

Afcter the original data have been recorded,
various descripcive characteristics of the data can
be used to detect gross errors in the observscions,
in coding the data, in including inappropriate
cases, etc. A good place to begin screening is to

check for

- symbols or characters, such as letters where
numbers should be (P4D counts all disctince

. characters for each column of data, one column at a

time); many programs will not run if nonnumeric
symbols are in the dats used for analysis - ecror
messages are reported, howvever, by sll programs vhen
illégal characters are found.

- outliers or blunders (P2D can be used to obtain
a small histogram and frequency counts for all
distinct values of each variable)

Listing the cases by one of the methods described om
p. 5 may also locate problems in the daca.

OQutliers can be identified by woulcivariate
screening. For each case P4M prints cthe Mshalanobis
distance squared from the case to the center of all
cases- Within group cultivariate outliers can be
identified by using P7M, which prints the
Mahalanobis distance squared frow the case to the
center of each group. PIR also prints distance
measures helpful for idencifying unusual cases.

Univariate descriptive scacistics are found in
most programs, but especially in P2D and PID. For
example, from the cumulative percentiles printed in
P2D for each distinct value, you can make summary
statements  such as, "sixty percent of the patients
are in the 50-60 age group, vhile only seven percent
are in ctheir twencies”, etc. A stem and leaf
histogram is also available in this prograwm.

Data in Groups

In screening, you often need to examine groups
(strata or subpopulations) of the data. Unusual datas
values that are masked in a tortal population wmay
stand out vwhen the dats are separated into groups or
straca. Some variables are easily coded imto groups,
such as sex (males=l, females=2). Continuous
variables can be categorized by a grouping variable.

P is especially powerful for examining groups;
it prints histograms (side-by-side for each group)
and statistics for each group; it also provides a
choice of one-way or two-way analysis of variance to
check group differences. Froam this output you can
{dentify extreme outliers, obtain an idea of the

distribution of data within groups, and exanine
whether the assumption of normality is reasonable.
Heteroscedasticity (lack of constanc variaace over
groups) can also be observed and tested, and may
indicate that the input data should be transformed.
An analysis of variance using P/ can indicate
vhether group differences are large enough to
suggest that future analyses should be stratified.
P70 also computes ANOVA tests that do not assume
equal group variances, plots cell standard
deviations vs. cell means and reports Bonferront
probabilities for pairwise tests of cell means. More
information on group differences (both univartate

and multivariate) can be obtained by using PID. Ic '

yields t statistics, Hotelling’s T? and Mahalanobis
D? for each pair of groups; t statistics, based on
both pooled and separate variance estimates, are
printed in the output. A trimmed t test is available
in the 1979 version. The Levene test for equality of
variances is in both P3D and P7D.

When the cases are classified by more than one
grouping variable or factor, P90 (Multiway
Description of Croups) can be used to compute cell
frequencies, wmeans and standard deviations. Grouping
variables can be suppressed to obtain information
about marginal cells. The program tests for the

equality of cell frequencies and cell means and for’

homogeneity of cell variances. These tests are
performed on all cells or on specified marginals.
Cell means are plotted four variables per page in a
compact graphical display scaled by the overall mean
and standard deviation. This display is helpful for
understanding interactions in more complex ANOVA
designs. :

Transformations

After screening and describing your data, you
should be ready to make decisions regarding
transformations. The transformed data can be put
directly on a BMDP File ready for easy input inco
any other BMDP program. Although all programs can
perform data transformations, you may need to use
P!S, the wmultipass transformation precgram, . for
gecting che data transformed and ready for further
analyses. PlS can be used when your transformacion
requires more than one pass through cthe data.

Plots and Histograms

Many research workers like to see their data in
graphical form; scacter plots, for example, are a
good way to present information concisely and
clearly in final reports. Scatter plots cthat take
advantage of known {information can be designed to
display unusual cases or outliers -- for example, to
show whether or not an individual’'s systolic blood
pressure level is higher than his diastolic level. A
scatter plot of these two variables will show if the
data coding is mistakenly reversed for some cases.
Or in a plot of height versus weight, a case that
has a height of 72 inches and 225 lbs. will clearly
stand out if the height is wmispunched as 52 inches.

A grouping variable can be used in the P6D
scatter plot program to provide information about a
variable not used as the plot axes. I1f age, for
example, is divided into groups -- less than or
equal to 15, 16-35, 36-55 and over 35 -- the letters
A, B, C and D are used to represent cases from each
age group. When two other measurements. for the




subjects are plotted, the children may appear in a
separate area of the plot, indicating chat they
should be analyzed separately in later analyses. P6D
can also perform a simple regression analysis for
the data in a scatter plot. This analysis wnay
indicate whether or not an analysis of covariance
should be used later. Variables can be plotted
against time of encry imto a study to see {if
observations are independent, or if a drift over
time is occurring.

PSD can print a histogram for all the data or for
one or more groups, each I1dentified by a different
lecter. You can specify the scales of the histogram
to produce a histogram suitable for a final reporct.

Normality can be roughly checked by looking at
hiscograms in P7D or P5D. PSD can also print a
normal probability ploc that provides a better
assessment of norwalicy and helps to identify
ouytliers.

Frequency Tables '

Cross tabulations are frequently used as a form

of final reporting to give a picture of the number
of cases in specified categories {or
cross-classifications). Tables can be formed from
data or from cell frequencies. Tables can also be
formed for each level of a third variable (such as
separately for males and females). Twenty-three
statistics appropriate for the analysis of
contingency tables are available in P4F (which
includes 3ll the features formerly contained in
programs P1F, P2F and P3F).

P4F can test whether rTows are independent of
colunns using the frequencies in all cells. P4F can
also test the same hypothesis using any subset of
the cells; for example, are crows independent of the
columns for all cells, excluding the cells on the
diagonal? P4F can also identify cells that
contribute heavily to a significant chi-square test
of independence.

Myltiwvay frequency tables are formed and analyzed
by P4F. A log-linear model can be fitted to the cell
frequencies and the fit tested. P4F can be used two
select an appropriate model for the data and to
estimate the parameters of the model.

Missing Values

All too often the data recorded are not cooplete
and some values are wnissing. These missing values
are usually lefc blank or coded by a special code
called the "missing value code". Missing values, and
unusually extreme values that appear to be wrong,
are excluded frow an analysis.

PAM lists cases containing missing values or data
to be excluded from the analysis, computes the
percentage of nmissing data for each variable, and
reports special patterns in the data. PAM can also
estimate values to replace the missing value code
(or excluded values) based upon the data present in
the case.

Most regression and omltivariate analyses require
complete cases; L.e., no missing or excluded values
in any case. Many of these analyses can begin from a
correlation or covariance matrix. Both PAM and P8D
can estimate correlations using cases with some data
@issing; the correlation macrix can then be stored
in a BMDP File and used as iaput to other programs,
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including those that require complete data. PAM
insures that the resulting correlation matrix is
numerically appropriate (positive semidefinite) for
a rtegression or factor analysis; P8D allows you to
choose between four methods to compute the
correlations.

Regression

A regression analysis studies  the relationship
between a dependent variable, y, and one or more
independent variables, x,. The linear least squares
nodel with parameters or regression coefficients,
Bi' can be written

=83, + ves + .
y o *3hixy + BPxP +e

For simple linear regression (x, 1is the only
independent variable in the model), Pé ,» PIR and P2R
can be used. If there are several independent
variables, PIR, P2R or P9R can be used to perform
multiple linear regression analyses.

P1R, P2R and P9R differ in three important
respects:

- the criterion for including independent
variables in the nultiple linear regression

- the abilicy to repeat the analysis on subgroups
of the cases and to compare the subgroups

~ the residual analysis available

PIR includes all the specified independent
variables in the wmultiple regression equation. It
computes a multiple linear regression on all the
dsta and on groups or subpopulations. If grouping is
vequested, PIR firsc analyzes all cases combined and
then analyzes each group separately. After all
groups have been analyzed, the regression equations
are tested for equality between groups.

PZR cocputes the multiple linear regression in a

' stepwise manner. AC each step it enters into the

regression equation the variable that best helps to
predict y or rewmoves the least helpful wvariable.
Several criteria are available for entering or
temoving  variables from the equation (see P2R
program description). 4 stepwise procedure is useful
for 1idencifying a good set of predictor variables
(separating the wost important variables from those
that may not be necessary at all), and wvhen
sufficient preliminaty information regarding the
effectiveness of the independent variables 1is not
available. In practical applications che stepwise
procedure 1s often a satisfactory solutiom.

PIR idencifies "best” subsets of independent
variables in terws of a criterion such as Rz,
adjusted R or Mallows® C (described in P9R program
description). It also 1genc1f1es alcernative good
subsets of the independent variables. P9R computes
only 2 small fraction of all possible regressions to
find the numerically best subsect.

All three programs print and plot residuals and
predicted values. The plots are useful in dececting
lack of linearity, heteroscedasticity (lack of
constant variance), unusual outliers, gross errors,
an unusual subpopulation that should be separated
from the analysis, ectc. The plots may also findicate
cthat transforzations of the data are necessary or
that an inappropriate model was chosen.

The residual analysis in PIR is the wmost
extensive of the three. PIR also allows easy
cross-validation of the regression model by testing
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it on a subsec of the cases excluded from the

Analysis of Variance and Covariance

analysis.

P4R creates new independent variables, called Analysis of variance 1is used to test for
principal components, that are linear combinations differences between the means of two or more groups
of the original independent variables. These or subpopulations. In a simple one~way analysis of

principal componeats are determined in a way that
provides a parsimonious summary of the original
variables; a subset of the principal components
explains most of the tocal varifance of the original
set of independent variables. The program then
regresses the dependent variable in a stcepwise
manner on the principal components; not all the
principal components may be used, but useful
information is based on all the variables. The
regression equations at each step are expressed in
terms of the principal components and the original
variables.

The relacion betveen an independent and a
dependent variable may require terms with higher
powers. The model for polynomial regression in PSR

is

k
y = 8, +B,x +Bzx‘+ cee HBx b

varjance each individual (or subject) is classified
into one category or group -~ for example, in a
medical problem pacients
treatment A, B or C. The patients are grouped by the
type of treatment. The model for this one-wvay design
is

Yik = ptay +oeg

where a , @, and a, might represent the effect of
treatments A, B and C, respectively, on the
dependent variable, Y;3, a blood pressure reading
for case k in group i. Programs P/D, P9, PLV and
P2V can be used to test the hypothesis

H :

° auui-o

that there is no difference betveen treatments.
Group sizes may be unequal in all four of these

PSR reports polynomials of degree ome through a2 prograns. For each dependent variable analyzed, P
specified degree; this helps to determine the presents side-by-side histograms that give an
highest-order equation necessary for an adequate Eit excellent visual picture of how the groups differ.

In the medical treatment exaample above, if the

of the data. As higher-order terms are introduced
into the model, the fitted regression curve and the
original data can be plotted at each step for a
visual check on how the fit is proceeding.

Nonlinear Regression

To fit a model where the equation is not linear
in the parameters you can use the nonlinear
regression programs, PR and PAR. These are least
squares programs appropriate for a wide variety of
problems that sre not well-represented by equacions
with linear paraweters. Several differenc functions
are available in PIR by sioply scating a nuamber,
including such functions as sums of exponentials

covariate x (age) also affects the dependent
variable (blood pressure), the one-way model becomes

Yik'”*"’i"a(*ik".""‘ik'

PlV could be used to examine treatment effects after
adjusting for the linear effect of age. PLV also
allows multiple covariates. It prints an analysis of
variance table with F tests for equality of slopes,
zero slopes and equality of adjusted group weans
(vhich adjusts for the effect of the covariate) and
a number of residual plots.

Several factors (or characteristics)
{avolved in an analysis of variance model. In a
tvo-way factorial analysis of variance, the
individuals in each group are classified by two
such as sex and treatment. The

may be

Pt P.C characteristics,
P, ¢ + p,e . model can be vritten
ratios of polynomials, a combination of sine and Yt L B+ cxi + nj + (un)i, + L
exponential. functions, etc. If you want a function 3 J iJ
different from those described in the P3R program Here the &."°s could be treatment effect, the N;’s

request it by FORTRAN

description, you c¢an
In P3R you must also

statements in PIR or PAR.

a possible interaction between
can be used to analyze these

sex effece and (an)
sex and treatment.

P

specify the function’s partial derivatives. data. The accompanying histograms give additional
A special nonlinear wmodel 1{s the logistic informacion.
function. PLR computes the maxioum likelihood P2V handles general fixed effects analysis of

estimates of the parameters of

variance and covariance models. This programs can
analyze repeated responses, such as the measurements

eBX of a subject’s blood pressure every day for a wveek.

E(i) - The repeated responses are called :trial factors or
n Bx repeated measures factors and need not be
1l +e statistically independenc. In the blood pressure

vhere s is the sum of the binary (0,1) dependent

time could be a seven-level ctrial
a subject’s blood pressure could be

example above,
factor (e.g.,

variable vy (:‘1:)' = s) and x represents the recorded every dsy of the week). In P2V  the usual
independent variables. The dependent (outcome) analysis of variance factors, such as sex and
variable records events such as success or failure, treatwent, are called grouping factors to
response or no response, etc. The independent distinguish them from trial factors. The nodels may
(explanatory ov covariate) variables can be have only trial factocs, only grouping factors, or
categorical (e.g., sex, treatment, hospital) and both. The groups cam contain an unequal aumber of
continuous (e.g., age, height, blood pressure). The subjects, but data for 2ach subject must include all
program generaces design variadbles for the observacions over the trial factor (a blood pressure

categorical variables and their interactions.

10

reading must be given for each day).

could be assigned co

RN
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Mixed models are treated by PBV (which requires
equal cell sizes) and by P3V (vhich allows unequal
cell sizes and covariates): P4V 1is a very general
program that handles wmultivariate wmodels, including
those with repeated weasures and covariates. The
user may specify cell weights for use in che
definition of model components such as wain effects
and lower order interactions in factorial models or
specify unequal intervals for orthogonal polynomials
in response surface analysis.

Nonparametric Statistics

If your data grossly violate the usual analys'is
of variance normality assumptions, you could try two
nonparametric tests 1in P3S -- che Kruskal-Wallis
one-way analysis of variance test, or the Friedcan
two-way analysis of variance test. Nonparametric
tescs such as the Mann-Whitney U test, the sign test
and the Wilcoxon signed rank ctest can also. be
computed with P3S. These tests can be used vhen the
researcher wants to aveid a t test assumption of

normality.

Cluster Analysis

Although wmany research studies {iavolve
multivariate observations (many variables observed
for each case), sometimes little is knowm abour Cthe
inter-relactfons between variables, between cases, or
between variables and cases. In discussing screening
and data description, we emphasized that groups or
subpopulations should be examined; however, problems
often arise when groups are not clearly defined or
when it 1s difficult to see 1if the data are
structured. Clustering is a good technique to use in
exploratory or early data analysis vhen you suspect
that the data may not be homogeneous and you want to
classify or zeduce the data into groups. Clustering
performs a display function for wmultivariate data
similar to graphs or histograms for univariate data;
it provides a wmultivariate summary -- 3 description
of characteristics of clusters instead of individual
cases.

Three different types
performed by BMDP programs:
(P1M), clusters of cases (P2M and PKM), and clusters
of both cases and variables (P3M). After deciding
which program is applicable to your problem, other
questions @ust be ansvered: How will you measure
distances between objects (variables in PIM, cases
P2M and PKM)? How will you use the distances to
amalgamate or group the objects into clusters? How
will you display the resulting clusters? The best
ansvers to these questions are still being
developed; investigators have their own preferences
as to which distance wmeasure or which amalgamation
procedure ts best. You may want to try several
options given in the program descriptions to see
which one provides the best rtesults for your
problem.

In both PIM and P2M the.clustering begins by
finding the closest pair of objects (in PiX,
columns, or variables; in P2M, rows, or cases)
according to the distance wmatrix and combining them
to form a cluster. The algorichm continues, joining
palirs of objects, pairs of clusters, or an object
with a cluster, until all the data are in one
cluster. These clustering steps are showa in <he
output cluster diagram, or tree. The correlation or

of clustering can be

clusters of variables.
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distance watrix can also be printed in shaded .form
to display pictorially the clusters.

The clustering method in P2M is hierarchical. The
procedure in PKM 1s called k-means and begins wich
user-specified clusters or with all the data in one
cluscter: at each step one cluster is split into ctwo.
This procedure is useful when you have a large
number of cases or when your goal (s to divide thé
cases into homogeneous subsets. PKM provides several
ways to standardize the data {n order to avoid
problems caused by scale differences.

The programs discussed above look for variables
to be clustered across all cases or for cases to be
clustered (by simflarity) across all variables.
However, your data wmay include differences between
cases that do not extend across all the variables,
or your variables may not cluster across all cases.
P3M allows some of the variables (columns) to be
clustered as a subset of the cases (rows) and vice
versa. This clustering by both cases and wvaciables
is represented by a data wmatrix in the form of a
block diagram; rows and columns are permuted and
smaller blocks (submacrices) of similar values
vithin cthe larger block are outlined. This gives a
good visual representation of patterns of like
values {n the data matrix and can be used as a
aultivariate histogram. PIM {s best sufted to treat
categorical variables that take on a small number of
values.

Multivariate Analysis
appropriate for

relacionships. For
in describing the

Cluster analysis is not
expressing complex functional
example, 1if you are interested
inter-relations among your variables, factor
analysis may be better suited to your needs, and
discriminant analysis provides functions of the
variables that best separate cases into predefined
groups.

Factor analysis. Factor analysis is useful in
exploratery data analysis. It has three general
objectives: to study the correlations of a large

aumber of variables by clustering the variables into
factors, such that variables within each factor are
highly correlated; to interpret each factor
according to the variables belonging to 1it; and to
summarize many variables by a fev factors. The usual
factor analysis woodel expresses each variable as a
function of factors common to several variables and
a factor unique to the variable:

zj = ajlfl-l- ajzfz-l- ves *+ ajmfm +UJ
where

= the jth standardized variable

the number of factors common to all the
variables

Us; = the factor unique to variable zy

= factor loadings

f; = common factors

The number of factors, m, should be small and the
contributions of the unique factors should also be
small. The individual factor loadings, a4;, for each
variable should be either very large of very small
so each variable is associated with a minioum nuwber
of factors. :
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To che extent that this factor model 1is
appropriate for your data, the objectives stated
sbove can be achieved. Variables with high loadings
on a factor tend to be highly correlated with each
other, and variables that do not have the same
loading patterns tend to be less highly correlated.
Each factor is interpreted according to the
magnitudes of the loadings associsted with it. The
original variables may be replaced by the [actors
with little loss of information. Each case receives
a score for each factor; these factor scores

computed as:

arte

+ o0 + bipzp

where bj, are the factor score coefficients. Factor
scores cin be used in later analyses, teplacing the
values of the original variables. Under certain
circumstances these few factor ‘scores are f{reer from
measurement error them the original varlables, and
are therefore wmore rteliable weasures. The scores
express the degree to which each case possesses the
qualicy or property that the factor descrides. The
factor scores have mean zero and standard deviation

£, 0412 ¥ Byp%

ne .
° There are four oain steps in factor analysis:
first, the cortelation or covariance omatrix is
computed; second, the factor loadings are estimated
(initial factor extraction); third, the factors are
rotated to obtain a3 simple interpretation (making
the loadings for each factor either large or small,
not in-between); and fourth, the factor scores are
computed. P& provides several methods for imitial
factor extraction and vtotation. You can specify the
methods to be used or P4M will use preassigned
options. The results can be presented in a variety

of plots.
P&, Boolean Factor Analysis, is an alternace
technique when the variables are binary ot

dichotomous.

Canonical correlation analvsis. Canonical
correlation analysis (P6M) examines the relationship
betveen two sets of variables, and can be viewed as
an extension of multiple regression analysis or of
multiple correlation. Multiple regression deals with
one dependent variable, Y, and p independent
variables, x;. The rtegression problem is to find a
linear combination of the X variables that has
maxinum correlation with Y. In canonical correlation
there is move than one dependent Y variable -~ there
is a set of them. The problem is to find a linear
conbination of the X variables cthat has maxioun
correlation with & linear combination of the Y
variables. This correlation is called the canonical
correlation coefficient. Then a second pair of
linear combinations, with opaximum corrvelation
between this pair and zero correlations with the
first pair of linear combinations is found. The
aumber of pairs of linear combinations of the X and
Y sets is equal to the nuober of variables in the
smaller set (X or Y). The technique can be used to
test the independence of two sects of variables, or
to predict information about a hard-co-measure set
of variables from a set that 1s easier to mneasure.
It can also be used to rtrelate a coabination of
outcome measures to a combination of hisctory or
baseline wmeasures. The original and canonical
variables can be plotted one against the other in
scatter plots.

12

Pargial correlacions and multivariace regression.
Partial correlations can be computed in POR; the
correlation between each pair of dependent variables
is computed after ctaking out the linear effect of
the set of independent variables. For example, if
you want to do a factor analysis on several
variables (systolic blood pressure, diastolic blood
pressure, blood chemistry wmeasurements, {ncome,
etc.) but want to remove the linear effect of two
variables (age and weight) from the measurements,
you can state that the two variables (age and
weight) are independent variasbles and the rest are
dependent variables. The resulting partial
correlation watrix (of the dependent variables with
the effects of age and weight removed) can be stored
3as a matrix in a BMDP File, and can be used as input
in P4M, the factor analysis program.

P6R can be used to regress a number of dependent
variables on one set of independent variables. This
multivariate regression program gives you a separate
tegression equation for each dependent variable,
squared wmultiple correlation (Kz) of each
independent variable with all other independent
variables, R® of each dependent variable with the
set of independent wvariables, and tests of
significance of mulciple regression.

Discriminant analysis. In discriminant analysis,
the cases or subjects are divided into groups and
the analysis is used to find classification
functions (linear combinations of the variables)
that best characterize the differences between the
groups. These functions are also useful for
classifying new cases.

P™, the stepuvise discriminant analysis program,
is used to find cthe subset of wvariables that
maximizes group differences. Variables are entered
into the c¢lassification function one at a time uncil

the group separation ceases to fimprove notably (this .

is similar to the stepwise regression program, P2R,
used to find a good subsec of variables for
prediction). P™ is also used as a wmultivariate test
for group differences (or oultivarfate analysis of
variance); Wilks” lambda (U sctatistic) and the F
approximation to lambda are printed at each step of
the output fov testing group differences.

A geometrical interpretation of discriminaat
analysis can be given by plotting each case as a
point in a space where each variable is a dimension
(has an axis). The points are projected onto a plane
or hyperplane selected so the groups are farthest
epart, giving a good visual representation of how
distinct the groups are (for two groups, the points
(cases) are projected omto a line where the groups
are farthest apart). P presents plots that show
such a plane. The X axis is the direction where the
groups have che maxioum spread; the Y axis shows the
maxinuo spread of the groups in a direction
orthogonal to the X axis - this is a plot of the
canonical variables.

The canonical variables are related to canonical
correlation analysis, which finds the linear
combinations of the two sets of variables that are
oost highly correlaced. The first set contains the
variables in the classification function; the second
set can be viewed as dummy variables used to
indicate group membership. The value of the first
canonical variable of the c¢lassification function
set is plotted on the X axis; the value of the
second on cthe Y axis. The coefficients for these
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canonical variables appear 1in the output. The
coefficients for the second set (dummy variables) do
not appear in the output. The eigenvalues and
canonical correlations for all canonical variables
and the canonical variable scores associated with
the first and second canonical variables are also
reported.

At each step, P7M uses a one-way analysis of
variance F statistic (F-to-enter) to determine which
variable should join the function next. At step
zero, the standard univariate analysis of vartance
test 1s made for each of the variables. The variable
for which the means differ most 1s entered firsc
into the classification function. After step tzero,
the coamputed F-to-enter values are conditioned on
the variables already present in the function. This
is like an analysis of covariance, where the
previously entered variables can be vieved as

covariates and the nonentered variables are
considered as dependent variables.

At each step after a variable {s enctered, the
classification functions are rcecomputed including

the newly eantered variable. The number of
classification functions 1s equal to the number of
groups. If you have six groups, the wvalues of 3ll
six functions are computed for each case and the
values are used to compute the posterior
probability; each case is assigned to the group in
which the value of the posterior probability is
maximum. In multiple group discriminant analysis,
one function is sometimes stated in the literature
for separating each pair of groups. To gect this
function from P™, you subtract the classification
function coefficients of the the first zember from
those of the second. At each step, F statistics (the
F matrix) that test the equality of means between
each pair of groups are given. These F statistics
are proportional to Hotelling’s T? and the
Mahalanobis D° and give an indication of which
group means are closest together and which are

farthest apart. After all variables have been
entered, the program lists the Mahalanobis D° from
each case to the center of each group, and the

posterior probability of the case assigned to each
group. These tvo bits of information present a good
picture of how well (or how pocrly) each case has
been classified.

The discriminant analysis procedure is successful
if few cases are classified into the wrong groups.
If a large percentage of the cases are classified
correctly (if the posterior probability assigns them
to their original group) you know that group
differences do exist and that you have selected a
set of variables that exhibit the differences. The
P7M output presents this classification information
in a table of counts indicacting how many cases from
each original group are assigned to each of cthe
possible groups. A pseudo-jackknife classification
table is also printed: for each case a
classification function is computed with cthe case
omitted from the computations. The function is then
used to classify the omitted case. This resulcts in a
classificatton with less bias. (A classification
function can produce oprimistic resules when it is
used to classify the same cases that were used to
coampute it.)

PLR, Stepwise logistic Regression, provides an
alternative to the mult{variate normal model of P7M.
When there are only two groups, the all possible

13
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regression program, PYR, princs alternative

functions for each subset which may classify the
casés equally as well.

Preference Pairs. P9M, Linear Scores from
Preference Pairs, is used to obtatn a linear

function of one set of variables that reproduces the

ordering of cases as established by recorded
preferences (stated by expert judges) between
selected pairs of cases.
Survival Analysis

The ctechniques described fin Chapter 19 are

appropriate when outcome measurements represent the
time to occurrence of some event or response (e.g.,
survival time, or time to disease recurrence). What
distinguishes the techniques of this chapter from
other statistical methodology is the ability to
handle censored (incomplete) data; that 1is, there
are cases for which cthe response is not observed but
the data (time in study) are included in che
analysis. This could occur in a study of survival,
vhere an individual may remain alive at the close of
the observation period or may drop out before the
end.

PIL estimates
distribution of

the
individuals

survival (cipe-to-response)
observed over varying
time periods. These estimates can be obtained
separately for different groups of patients; che
equality of cthe discributions for these groups can
be tested by two nonparametric rank tests. Plots of
the survival, hazard and related functions can be
printed.

P2L provides Cox
there are covariates.
a stepwise manner.

model survival analysis when
Covariates can be selected in

Time Series Analysis

The primary distinguishing feature of time series
analysis, as opposed to other types of statiscical
analysis, is the assumption that cases of data
represent w®measurements or observations made at
equispaced points along some linear dimension.
Usually the underlying linear dimension is time, as
in the record of a subject’s blood pressure taken
every second over a period of time. However time is
occasionally replaced by some octher dimension. For
example, the thickness of thread from a certain
canufacturing process might be measured each
millimeter along the length of the thread. This
would coanstitute a “time” series {in which 1length
replaces time as the underlying linear dimension.
Nevertheless, we follow conventional terminology and
use the word “time”.

A basic goal of
characterize the way in which
time. The a priori assumption, common in most other
ctypes of statistical analysis, that cases are
statistically independent, Is here relaxed. We allow
that cases wmay be correlated, assuaflng that the
correlation between cases depends on the time
interval separacing them. In addition, wve allov for
the presence of a trend in the data. Thus the trend
of increasing commodity prices over che last decade
might be represented by a straight line, or by an

time series analysis is to
the dacta vary over
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exponential curve. So the estimated ctrend and ‘ identify the groups of frequencies contributing oost

sutocorrelation function are one possible of the overall variability of the data. In the time

characterization of a time series. Other domain approach, we seek a model from a family of

characterizations and wore elaborate models are also parametric time domain models that is simple and yet

possible. . captures the variability of the data. BMDP2T uses -
The BMDP package includes two programs for time the iterative model building procedure of Box and

series analysis: BMDPIT employs the frequency domain Jenkins, consisting of tentative model

spproach, while BMDP2T uses the time domain identification, parasetric estimation, and

“approach. We may describe the frequency domain diagnostic checking or vesidual analysis. Once = —

approach as representing the data by a superposition satisfactory model has been reached, the user may

of sinusoidal waves at different frequencies. A request BMDP2T to forecast future values of che time

central function of BMDPIT is to enable the user, by series. Both programs have further capabiltties

neans of printer plots and accompanying printout, to which are described in Chapcer 20.

14
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Statistical Package for the Social Sciences (SPSS), the system of computer programs described
in this volume, represents nearly a decade of systems design and programming and documenta-
tion on the part of the authors and others. When the first edition of this manual was published in
1970, SPSS was being used at approximately 60 installations. It is now being used at nearty 600
installations, including conversions to almost 20 different operating systems and computers.
The current version of SPSS has almost doubie the amount of statistical procedures and
data-management facilities as were documented in the first edition. Needless to say, we are
thankful for the opportunity to continue developing SPSS and to serve an ever-increasing
audience.

SPSS has been a success, much more 50 than the authors ever expected. We feel that the
major reason for this success is that SPSS was developed through the close cooperation of three
types of specialists: practicing social science researchers, computer scientists, and statisticians.
At each stage in the development of SPSS we have attempted to satisfy these criteria:

1 That the statistical procedures be mathematicaily and statistically correct

2 That the program design and code be computationally efficient

3 That the logic and syntax of the system parallel the way in which social scieatists approach
data analysis

4 That the system provide statistical procedures and data-management facilities tailored to the
particular needs of empirical social researchers

Without the contribution of experts in each field SPSS could not have effectively satisfied these
goals.

Vying for importance in the success of SPSS has been our continuing concern for
documentation. While many of our users are very sophisticated social scientists, they are not
necessarily sophisticated statisticians and computer specialists. nor should they be expected (0
have the time or training necessary to masier these fields. We feel that SPSS documentation
must be comprehensive enough to enable students and researchers alike to use SPSS accurately
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and efficiently. We hope that even someone who has no experience with computers will be able
to run SPSS jobs successfully by using this manual. Furthermore, since the SPSS system is used
in many social science methods courses, we feel it is important that the manual not only explain
how to invoke the statistical procedures but also provide brief discussions of the various
statistical techniques available. Of course, in attempting to satisfy these various needs the
manual has grown to be a very large book indeed. However, we hope that the organization of
the manual as well as the inclusion of an index will enable users to find what they need
conveniently.

Finally, the availability within SPSS of a wide variety of data-management facilities and
swtistical procedures simplifies the process of data analysis. It avoids many difficult. time-
consuming, and generally unrewarding tasks involved in using a variety of single-purpose
computer programs, each with its own idiosyncratic control-card syntaxes and input data
formats. The researcher thus spends less time as a data-preparation clerk and more time as a
social scientist analyzing substantive results.

The development of SPSS began in 1965 at Stanford University as a result of the frustration
felt by several of the authors in trying to serve the research and teaching nezds of the political
science department and the Institute for Political Studies by a library of single-purpose data
analysis programs. We and the users suffered the annoyance of having to learn how to operate
many different programs and endured the time-consuming task of transferring data and results
between essentially noncompatible programs. Furthermore, the documentation for many of
these programs ranged from cryptic to nonexistent. That and the fact that the programs were
written in many different languages made them extremely difficult to maintain. Finally, while
many statistical analysis programs were available, we were forced to write our own programs to
perform even the simplest recoding, data transformation, file editing, and other routine houss-
keeping chores that are essential in social science data analysis. As a result of our experiences
we began to design an integrated system that would sutomate the routine tasks of data
processing and around which a series of statistical programs could be built. The basic data-
modification, file-handling, and data-description facilities were programmed, and as time
permitted statistical analysis procedures were added.

The systen developed into SPSS as it was described in the first edition of the manual.
Since that time we have followed our plan of incremental development. New facilities have
gradually been added and many flaws in the original design have been corrected. SPSS users
have submitted suggestions and even complete procedures which have bezn incorporated into
the system. The update manuals that we published each vear finally became so unwieldy that we

were compelled to provide this second edition of the manual so that SPSS would once again be

fully described in a single volume.

The current version of SPSS still has a number of deficiencies, but we feel that it mests a
great many of the needs of social science data analysis. SPSS has always been considered an
open-ended system, and we have again included a programmer’s guide to SPSS (Appendix I) in
the hopes that users who wish to add statistical procedures to the system will do so. Because of
the design of SPSS, all future programs incorporated into the system can take complete
advantage of the capabilities for file maintenance and data handling which exist in the package;
this should be an incentive to those contemplating the addition of other statistical programs.

For some time now we have felt that one of the most serious drawbacks of the current
SPSS system lies not in the lack of a wider variety of statistical techniques but in that it operates
only as a batch program. We and others have had a great deal of success running SPSS through a
text-editing and remote batch-entry system, enabling the user to prepare and enter all jobs from
aremote terminal and to retrieve and print small jobs directly on the terminal. However, though
this adds convenience, it in no way substitutes for a true conversational stacistical analysis
package. Consequently, the SPSS project staff is now developing a conversational version of
SPSS.

The difference between performing analysis in a batch system and a conversational system
can be compared to the difference between interacting with another person by letter and by
phone. With a conversational system the researcher is brought into close contact with the dara
being analyzed; results from a statistical procedure are returned on the researcher’s terminal in a
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few seconds and may be used immediately to guide the next step of the analysis. This facilitates
the iterative process of investigative research in which ideas are tested on the data, the results
suggest new ideas and modifications of old ideas, the new ideas are then tested, and so forth. A
train of thought which could take days (and many urips to a perhaps distant computer center) to
explore in a batch system can be explored in a single interactive session. Thus the researcher’s
concentration and interest are focussed on the relationships being investigated. At the same time
that a conversational system facilitates pursuing a single line of thought, the limited printing
speed on remote terminals discourages the grand fishing expeditions and the production of
excessive amounts of output that plague research in a batch environment. Finally, a good
conversational system is somewhat self-teaching; it can guide the user in formulating the correct
requests, and the almost instant feedback that facilitates the use in performing statistical analysis
is also invaluable in identifying syntax errors and enabling the user to correct them immediately.
In short, we feel that a conversational statistical analysis program could help revolutionize
empirical social research.

Conversational SPSS, in addition to including conversational statistical analysis proce-
dures, will feature interactive data- and file-definition capabilities, expanded data-
transformation facilities, and ultimately the capacity to process hierarchical and other complex
file structures. Although we are very enthusiastic about the prospects for conversational data
analysis, we do not expect it to completely supplant batch processing. While a conversational
system is ideal for investigative research, hypothesis testing, and rapid retrieval of a small
number of specific statistics, it cannot be used efficieatly for lengthy routine jobs andfor
processing files that contain a very-large number of data cases. Thus we expect that researchers
will wish to use both the batch and conversational versions of SPSS. This will be reflected in the
design of conversational SPSS as well as the evolution of batch SPSS—we are attemoting to
make the two systems useful as a team. Conversational SPSS will be capable of reading and
producing batch-SPSS-format system files, and the control statement syntax for conversational
SPSS will be as compatible as possible with baich-SPSS conventions.

We are all very excited about the future of SPSS, and we thank you, the users, for the
opportunity to continue its development. Your support, enthusiasm, and constructive criticism
have been both impetus and reward to us. We dedicate this book to you in the hope that it wiil
make data analysis an easier task, and that in some small way, through your research, we are
contributing to the development of the social sciences.
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STATISTICAL PACKAGE FOR THE SOCIAL SCIENCES

in selecting appropriate statistical procedures. An introduction t the general feawres and
operation of the SPSS system is presented along with several examples in Sec. 1.3. The
attention of the reader is drawn especially to Sec. 1.4 where suggestions for the use of this text
are given for persons with greater or lesser experience in the use of computers for data analysis.

1.1 COMPUTERE AND THE PROCESS OF INDUCTIVE SOCIAL
RESEARCH

Whether the intent of the researcher is to construct broad-gauge or middle-range social
theory or simply to describe social reality, or as in most actual research endeavors, to do a little
bit of each, the intellectual process of inductive social research ideally takes the following form:

1 The researcher begins with a set of ideas concerning the operation of certain aspects of social
reality. This involves the isolation of variables at the conceptual level and the formation of
some general notions concerning their interrelationships and causal effects upon each other.
An empirical data base is generated (or located from existing data files), containing indicators
of the conceptual variables in which the researcher is interested.

3 The researcher then formulates more concrete hypotheses concerning what pattern of interre-
lationships should be found in the empirical indicators if the original ideas about the operation
of social reality were correct.

4 The data are then analyzed using one or more of a variety of statistical techniques in order to
determine whether the expected pattern of relationships can actually be discerned in the data.

~

Most often it is then discovered that at best the actual patterns in the data only partially
reflect the original conceptions. There then begins an iterative process in which original concep-
tions are altered in light of the empirical findings and further analysis is performed to test these
ideas. The data suggest new ideas, which in turn, suggest new analyses. This iterative process is
continued in the hope that the researcher will be able to reach an understanding of interrelation-
ships and cause and effect as they are reflected in the patterns of the data.

The computer has become an indispensable tool in this process of inductive social re-
search. First, efficiently designed computer programs facilitate the movement back and forth
between the researcher’s ideas and the findings from the data, making this process both quick
and painless. Second, such programs operating on high-speed computers have yielded an
explosion of statistical capability. This has meant not only the efficient production of traditional
toois such as crosstabulation tables, but the availability of complex multivariate statistical

techniques such as regression analysis. Third. these programs have made it possible o test

social theory with data files containing large numbers of cases and variables, which heretofore
were virtually impossible to handle.

The research process is particularly facilitated when the researcher is able to use a unified
svstem of programs which performs most of the differsnt satisiical techniques necessary, and
which shares a common set of conventions regarding the way in which the user interacts with
the programs. If well designed, the system permits the user to execute a sequence of tasks with a
minimum of manual intervention, data handling, etc. The SPSS system is such a set of related
programs for the manipulation and statistical analysis of many types of data, with a particular
emphasis on the needs of the social sciences. Subsequently, we will refer to the programs of the
system as subprograms, or procedures. Once the user has entered the raw data into the
system, the computer can be instructed to carry out a variety of related tasks in any sequence the
circumstances dictate. It is not necessary for the user to reenter the data at any time, since the
systemn will store and retrieve the appropriate data when required.

While an attempr has been made to include in the SPSS system a number of the most
commonly used procedures in social science data analysis, it is possible to retrieve data from the
system so that it can be used with some other program. Also, SPSS itself can be extended by
experienced computer programmers to include procedures which have not already been pro-
vided.

Ll -
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SPSS provides a set of common conventions for use of its various subprograms. This set
of conventions constitutes a simplified language, corresponding closely to the natural language
a social scientist might use to describe the operations to be performed on the data.

1.1.1 STATISTICAL ANALYSIS ON COMPUTERS: USE AND ABUSE

As we have suggested, statistical systems like SPSS can be important tools in the research
process because they provide simple and rapid access to the researcher’s data and make availa-
ble a wide variety of statistical techniques. However, precisely because of their power they may
be easily abused as shown in the following two ways:

1 Ease of access often means overaccess. Modern computing packages have made it so easy to
produce large amounts of information on a single pass of a data file that even the experienced
researcher is tempted to go on ‘‘grand fishing expeditions,’’ substituting the crudest form of
empiricism for the careful interaction of concepts, hypotheses, and data analysis. With SPSS,
for example, the following crosstabulation statement will produce one crosstabulation table:

CAOSSTABS TABLES = & BY Z

At the same time literally hundreds of tables may be introduced by the following card:

CROSSTABS TABLES = 4 TC 2 BY A TO Z

Here a separate table will be generated for every combination of variables between A and Z;
this might mean hundreds of tables which, while taking the computer only a few seconds to
produce, would require a lifetime to examine with any degree of care or thought. Essentially,
there are two inherent problems here that significantly impede the development of any
meaningful type of social research. First, there is the problem of overproduction of informa-
tion. How does one look at 500 crosstabulation tables? Where does one begin to cut into such
a mountain of information or begin to digest the significance of even a small portion of it?
Second, if one generates enough information, one is bound by the laws of probability to have
some statistically significant findings. For example, a 100 x 100 correlation matrix generated
from a file of totally random numbers produces almost 5,000 unique correlation coefficients.
Within this correlation matrix there will likely be 5 large correlation coefficients significant at
the .001 level, 50 at the .01 level, and 250 at the .05 level. The best rule-of-thumb here is to
request only those tables, coefficients, etc., for which you have some theoretical expectations
based upon the hypotheses in your research design.

2 Uninformed use of the available statistical techniques. The wide dissemination of statistical
packages such as SPSS, containing large numbers of complex statistical procedures, have,
almost overnight, made these techniques available to the social science community. There is
listle doubt that social scientists are using them, and there is equally little doubt that in many
instances statistical techniques are being utilized by both students and researchers who under-
stand neither the assumptions of the methods nor their statistical or mathematical bases. There
can also be little doubt that this situation leads to some ‘‘garbage-in, garbage-out’’ research.
The statistical procedures in SPSS have little ability to distinguish between proper and
improper applications of the statistical techniques. They are basically blind computational
algorithms that apply their formulas to whatever data the user enters. For example, if so
directed, subprogramn FACTOR will perform a factor analysis on nominal data as long as it is
numerically coded. However, as is emphasized in the next section, entering nominal vari-
ables into such statistical procedures as factor analysis will almost always produce meaning-
less results, though this may not be immediately apparent from looking at the printed output.

The general rule is that a user should never attempt 1o use a statistical procedure uniess he
understands both the appropriate procedure for the type of data and also the meaning of the
statistics produced. We do not mean to say that a researcher should not use facter analysis if he
personally cannot invert a matrix or exiract an eigenvalue. On the other hand, we are equally
convinced that the basic ideas of principal components and factors as best linear combinations of
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variables and the general geometric mechanisms behind factor rotation are an absolute requisite
for the successful use of factor analysis in research.

Associated with each statistical procedure described in this manual is a basic introduction
to the statistical fundamentals underlying the technique. In general, the more complex the
technique the longer the introduction. Researchers wishing to use a technique with which they are
not totally familiar should read carefully these introductions, and they should also refer to the basic
statistical texts cited in these chapters.

1.2 USING THE STATISTICAL CAPABILITIES OF SPSS

The statistical techniques used in the social sciences differ not only in the nature of the
research questions that they are designed to answer, but also in the nature of the data to which
they may be applied. The level of measurement of each of the variables in the user’s data set is
the most basic information that a researcher must have before selecting the statistical techniques
that will be applied to the data.

1.2.1 A NOTE ON LEVELS OF MEASUREMENT

When data are being collected, the process of assigning a value or score to the observed
phenomenon constitutes the process of measurement. The rules defining the assignment of an
appropriate value determine the leve! of measurement. The different levels are distinguished
on the basis of the ordering and distance properties inherent in the measurement rules. Knowl-
edge of these rules and their implications is important o the user of statistics because each
statistical technique is appropriate for data measured only at certain levels. The computer does
not know what level of measurement underlies the numbers it receives, and will process
whatever numbers are fed into it. Thus, it is up to the user to determine whether a particular
technique is suitable for his or her data.

The traditional classification of levels of measurement was developed by S. S. Sievens
(1946). He identified four levels: nominal, ordinal, intervai, and ratio. This remains the basic
typology that every user of statistics should know. Other variations exist, however, and several
issues concerning the statistical effect of ignoring levels of measurement are still being debated
by social scientists. Attention will be paid to these matters at the end of this section.

1.2.1.1 Nominal-Level Measurement

The nominal level of measurement is the *'lowest’" in Stevens’ typology, because it
makss no assumption whatever about the values being assigned to the data. Each value is a
distinct category, and the value itself serves merely as a label or name (hence. “*nominal™’ [evel)
for the category.! No assumption of ordering or distances between categories is made. For
instance, the city where a person was bomn is a nominal variable. There is no inherent ordering
among cities implied by such a variable. Although we could order cities according to their size,
density, or degree of air pollution, those are quite different concepts from *‘place of birth.™
When we attach numeric values to nominal categories, we are using numbers merely as symbols
that are easily read by the computer. The properties of the real number system. for example, being
able to add and multiply aumbers, etc., cannot be transferred to these numerically coded
categories. Therefore, statistics that assume ordering or meaningful numerical distances between
the categories should not be used.

1.2.1.2 Ordinal-Level Measurement
When it is possible to rank-order all of the categorizs according to some criterion, then the

ordinal level of measurement has been achieved. For instance, the classification of social classes

Keep in mind that any valid measurement scheme raquires that the assignment rules are inciusive and murually
exclusive. That is. cach possible case can be assigned to one and only one distinct vaive.
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as working, middle. and upper is ordered according to status. Each category has a unique
position relative to the other categories. that is, it is lower in value than some categories and
higher than others unless. of course, it happens to be the lowest or highest category. Further-
more, knowing that middle class is higher than working class and that upper class 1s higher than
middle class automatically tells us that the upper class is higher in the ordering than the working
class. However, we do not know how much lower the middle class is, relative to the upper
class. All we know is that it is lower; we do not know the disiance. The characteristic of
ordering is the sole mathematical property of this level, and the use of numeric values as
symbols for category names does not imply that any other properties of the real number system
can be used to summarize relationships of an ordinal-level variable.

1.2.1.3 Interval-Level Measurement

In addition to ordering, the interval level of measurement has the property that the
distances between the categories are defined in terms of fixed and equal units. A thermometer,
for instance, records temperatures in terms of degrees, and a single degree implies the same
amount of heat whether the temperature is at the lower or the upper ¢nd of the scale. Thus, the
difference between 30 and 31°F is the same as the difference between 80 and 81°F. The
important thing to note is that an interval scale does not have an inherently determined zero
point. In the Fahrenheit and Centigrade systems, zero degrees is determined by an agreed-upon
definition. Neither implies the absence of heat. Consequently, interval-level measurement al-
lows us to study differences between things but not their proportionare magnitudes. That is, it
would be incorrect to say that at 80°F twice as much heat is present as at 40°F.

In social research, it is very difficult to find true intervai-level measures. Usually. if
distances between categories can be measured by some fixed unit, a natural zero point can also
be established. Yet, a great many statistics assume no more than an ordinal level of measure-
ment. What must be kept in mind is that statistics developed for one level of measurement can
always be used with higher-level variables. but not with variables measured at a lower
level. The median. for example, assumes an ordinal level of measurement, but it can be used
legitimately with interval- or ratio-level scales: it cannot, however. be applied to variables
measured at the nominal level.

1.2.1.4 Ratio-Level Measurement

The ratio level of measurement has all of the properties of an interval scale with the
additional property that the zero point is inherently defined by the measurement scheme. Thus,
when we measure physical distances, whether we use feet or meters, a zero distance is naturally
defined: It is the absence of any distance between two objects. This property of a fixed and given
zero point means that ratio comparisons can be made, as well as distance comparisons. For
example, it is quite meaningful to say that a 6-foot-tall man is twice as tait as a 3-foot-tall boy.

Since ratio-level measurements satisfy all the properties of the real number system, the
numbers employed to describe the cases are more convenient symbols. Any mathematical
manipulations appropriate for real numbers can also be applied to ratio-level measures. Al-
though this level of measurement is common in social research, very few statistics require all of
its properties; however, it is important to remember that all statistics requiring variables meas-
ured at the interval level are also appropriate for use with variables measured at the ratio level.

1.2.1.5 The Special Case of Dichotomies

A dichotomy is a variable with only two possible categorics or values. such as sex {male
or female). While some dichotomies are based on a natural ordering (puassing a course versus
failing it), many have no inherent basis on which either category could be judged superior,
preferable, larger, etc. Yet, any dichotomy can be treated as though it were an interval-level
measure and in some cases even a ratio-level variable.

Although a rank order may not be inherent in the caregory definitions, either arrangement
of the categories satisfies the mathematical requirements of ordering. (li does not matter which

~
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end of a ranking is considered ‘*high’” and which is “*low.”") The requirement of a distance
measure based on equal-sized intervals is also satisfied because there is only one interval
naturally equal to itself. Consequently, a dichotomy can be treated as either a nominal, ordinal,
or interval-level measure, depending upon the research situation.

1.2.1.6 Other Typologies for Levels of Measurament

A simpler scheme than Stevens’ is to divide variables into guantitative and qualitative
types. Quantitative variables are those for which a fixed unit of measurement is defined
—essentially, variables at the interval and ratio levels. These are the variables for which the
most powerful and sophisticated techniques have been developed. Qualitative variables, then,
are all others—namely, those at the nominal or ordinal level.

Coombs (1953) has expanded upon Stevens’ four-level typology by adding two more
levels. The partially ordered level falls between nominal and ordinal. It appiies to situations
where an ordering can be defined between some of the categories but not over all of them. Of
greater interest to social scientists is the ordered metric level. Falling between the ordinal
and interval levels, an ordered metric consists of ordered categories where the relative
ordering of the intercategory distances is known even though their absolute magnitude caunot be
measured. For example, consider the rating of a person’s ability to read a foreign language as
(A) no ability, (B) able to read with the assistance of a dictionary, and (C) able to read without
assistance. Although there is no way 10 ascertain the distances between A, B, and C, it could be
argued that B is closer to C than to A, because a type B person can translate and understand
written material in that language. Thus, we could rank the distances between the caicgories as
BC being the smallest, followed by AB, with AC as the largest.

Abelson and Tukey (1959) argue that the proper assignment of numeric values to the
categories of an orderad metric scale will altow it to be treated as though it were measured at the
interval level. Labovitz (1970) goes further by arguing that, except for extreme situations,
interval statistics can be applied to any ordinal-level variable. He argues, "*Although some smail
error may accoimpany the treatment of ordinal variables as interval, this is offset by the use of
more powerful, more sensitive, better developed, and more clearly interpretable statistics with
known sampling error.*" Statistical purists disagres with some or all of these suggestions. but
more and more data analysts are following them, especially when the research is exploratory or
heuristic in nature. Whatever position the user adopts, it remains his responsibility to select an
appropriate statistic and to interpret the results in light of the nature of the data.!

There is no unique method for classifying the different types of statistical procedures

included in SPSS. One distinction, based on levels of measurement, is between parametric (or .

quantitative) and nonparametric (or qualitative) statistics. Nonparametric statistical procedures
require few assumptions about the distribution or level of measurement of the variables and may
be applied to nominal and ordinal data. The parametric procedures, on the other hand, theorati-
cally require more stringent assumptions concerning the distribution of the data (usually an
assumption of normality), and they are designed primarily for data at an interval or ratio level of
measurzment. While the statistical procedures in SPSS can be catalogued according to this
rubric (for example, Spearman versus Pearson correlation, n-dimensional crosstabulation versus
partial correlation and multiple regression, Guttman scaling versus factor analysis. etc.), these
assumnptions are so often violated (often with justifiable reasons) during the process of data
analysis that their utility is questionable.

1.2.2 STATISTICAL PROCEDURES IN SPSS

SPSS contains many of the most common statistical procedures employed by social
sclentists, but it is by no means exhaustive of the many useful procedures that have been

'For an extended argument against strict and blind adhersnce to rules linking specific statistics w particular levels of
measuremant, see Labovitz (1972}, He also argues that ihe level of measurement for a cancept can often be improved by
reconceptualizing the way in which it is operationalized {measured)
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invented for social research or that have come from other fields to the social sciences. The
choice of statistical procedures in SPSS has been determined by our examination of the amount
of use they receive in day-to-day statistical analysis and, of course, by the exigencies of time
and resources.

In presenting the statistical procedures contained in SPSS, we will start with those that the
researcher often begins with and then proceed through the various types of procedures according
to increasing level of complexity and sophistication. No single research endeavor would nor-
mally employ all or even a large number of these procedures, but it will often be the case that at
least one procedure from zach of the groups will be employed at some point during the analysis.

1.2.2.1 One-Way Frequency Distributions, Measures of Central Tendency and
Dispersion

In most types of social science research, the first task of data analysis is to examine the
distributional characteristics of each of the independent and dependent variables under investi-
gation. SPSS contains two statistical procedures for this purpose. (1) CONDESCRIPTIVE calcu-
lates numerous common measures of central tendency and dispersion for interval-scale variables
that assume a large number of values. (2) FREQUENCIES calculates similar types of descrip-
tive statistics and generates tabular reports of absolute and relative simple-frequency distribu-
tions for use with variables that assume only a limited number of values. An example of the type
of variable for which CONDESCRIPTIVE is appropriate would be income measured in dollars.
which can assume a continuum of vajues. FREQUENCIES would be applicable to a measure of
income when the information has been grouped, such as, $0-33,000, $3,001-55,000,
$5,001-510,000, S10,00H. The latter procedure can also produce descriptive frequency dis-
tributions for nominal variables, such as religious affiliation, race, or political party affiliation.

Both CONDESCRIPTIVE and FREQUENCIES can produce statistics such as the mean,
mode, minimum, maximum, standard daviation, variance, skewness, kurtosis, and range, at the
user's discretion. FREQUENCIES can also be used to produce histogram plots, and allows the
user to select from a variety of tabular formats for distribution tables. CONDESCRIPTIVE will
optionally punch or write the standardized values of variables, Z scores, for all cases in the file.
These standardized variables can be reentered and merged with the variables in the SPSS file on
a subsequent run.

1.2.2.2 Table Displays of Relationships Between Two or More Variables

After the researcher understands the characteristics of each of the variables, he normally
begins to investigate sets of relationships. One or more procedures for examining relationships
will be selecied depending upon the characteristics of the variables and the purposes of the
researcher. The researcher may choose correlation analysis or some form of table display such
as those discussed in this section. particularly if the variables are nominal or ordinal and are
classified into a limited number of categories.

SPSS procedure CROSSTABS permits the user to produce two-way to n-way crosstabula-
tions of variables and to. compute a variety of nonparametric statistics based on these tables.
CROSSTABS produces a sequence of two-way tables displaying the joint frequency distribution
of two variables. The frequency counts can be expressed as a percentage of the row total,
column total, table total. or any combination thereof. The statistics available to measure the
degree of association of the two variables based on the distribution of frequency counts in the
table include chi-square, Cramer's ¥, Kendall's tau B and C. gamma statistics, and Somer’s D.
For n-way crosstabulations, a sequence of such two-way tables is produced, one for each
two-dimensional subsection of the s7-dimensional table.

Another technique for examining the refationship between two or more variables in a 1able
format is provided by the BREAKDOWN procedure. This procedure, which requires that the
dependent variable be at least ordinal in scale, compiles the means, standard deviations, and
variances of a criterion or dependent variable for each desired subgroup in a sample or popula-
tion. In many respects this operation is analogous to crosstabulations of the type produced by
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CROSSTABS, only in this case, each mean and standard deviation summarizes the distribution
of a complete row or column of a crosstabulation table. Also in this case. the means. etc.. of
each group within groups are available on a single table. The user may enter up (o six varables
into a single BREAKDOWN 1able. BREAKDOWN optionally computes @ one-way ANOVA
table including a test for linearity.

1.2.2.3 Bivariate Correfation Analysis and Scatterpiots

Correlation analysis provides the rescarcher with a technigue for measuring the linear
relationship between two variables and produces a single summary statistic describing the
strength of the association; this statistic is known as the correladion coefficient. SPSS has two
programs for computing correlations. PEARSON CORR produces zero-order or product-
moment correlation coefficients (Pearson’s R) that are best suited for normally distributed data
with an interval scale. NONPAR CORR. suitable for ordinal data with a larger number of
categories than would be appropriate for crosstabulation tables. ¢nables the user to compute
cither Spearman or Kendall rank-order correlation cocfficients. or both. Both PEARSON
CORR and NONPAR CORR can produce correlations for selected pairs or lists of variables as
well as complete matrices of coefficients. The output from both subprograms provides the
correlation coefficient, the number of observations upon which the correlation was based. and
the level of statistical significance of the coefficient. In addition, each procedure provides for
the output of correlation matrices that may be used when applying multivariate staustical
techniques.

Though bivariate correlation analysis provides a single summary statistic describing the
relationship betwezen two variables, there are numerous instances when the researcher may wish
to examine such a relationship in greater detail. Subprogram SCATTERGRAM provides this
capability by producing a scatterplot diagram of the relationship between two variables. The
total correlational pattern may thus be visually inspected. In addition to the plot itself. the
Pearson correlation, and the standard error of estimate, the regression intercept and slope are
also available at the user’s request.

1.2.2.4 Partial Correlation

Pariial correlation provides a single measure of association (the partial-correlation
coefficient) describing the linear relationship between two variables while adjusting or control-
ling for the effects of one or more additional variables. In this respect, partial correlation is
analogous to n-dimensional crosstabulation for continuous variables. First- 1o nth-order
partial-correlation coefficients can be obtained for any set of variables with the PARTIAL
CORR procedure. This program can operate on raw data or from matrices of simple correlation
coefficients, such as may be produced by a previous run of PEARSON CORR or NONPAR
CORR.

Up to five orders of partials can be simultaneously computed for any set of variables, and
the user has total control over the orders and the partials to be computed. Qutput frem this
procedure includes the partial-correlation coefficients, and the level of statistical significance
and degrees of freedom for each partial. The zero-order correlations. means. and standard
deviations of the variables may also be obtained. The user nay also optionally request the
output of zero-order correlation matrices for {urther computation.

1.2.2.5 Multiple Correlation and Regression

Muitiple regression is an extension of the bivariate correlation coefficient to multis ariate
analysis. Multiple regression allows the researcher (o study the linzar relationship between a set
of independent variables and a dependent variable while taking inte account the interrelation-
ships among the independent variables. The basic goal of multiple regression is to produce a
linear combination of independent variables which will correlate as highly as possible with the
dependent variable. This linear combination can then he used 0 ““predict’” values of the
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dependent variable, and the importance of each of the independent variables in that prediction
can be assessed.

A variety of multiple-regression calculations can be accomplished with the use of the
REGRESSION procedure. This subprogram, like PARTIAL CORR, can operate either on raw
data or a matrix of correlation coefficients. The user can perform the regression upon a fixed
number of variables or, using a forward-selection stepwise technique, allow the variables to be
introduced into the computation sequentially depending upon their explanatory power. RE-
GRESSION also allows the user to perform a regression procedure midway between these two
extremes; he can allow the program to choose the order of introduction of the variables from a
certain set, then force certain other variables into the calculation, then proceed stepwise for a
period, and so forth. This flexibility, together with the ability of SPSS to transform variables,
allows the user to handle most polynomial and dummy-variable multiple-regression applications
with relative ease. Quiput from the program includes both the standardized and nonstandardized
regression coefficients, their standard error, and the significance level of the coefficients.
Multiple r, r%, and the significance of the regression equation are also computed at each stage.
The user can also obtain written or punched zero-order correlaticn matrices.

Subprogram REGRESSION also permits the user to write or puach-out a full set of
residuals for each individual case in the file for any set of regression equations. The residual can
then, in any subsequentrun, be entered into SPSS as a new variable or group of variables in the
analysis. :

1.2.2.6 One-Way to n-Way Analysis of Variance and Covariance

Analysis of variance is a statistical technique that assesses the effects of one or more
categorical independent variables (facrors). measured at any level upon a continuous dependent
variable that is uscally assumed to be measured at an interval level. Conceptually, the cases
are divided into categories based on their values for each of the independent variables, and the
differences between the means of these categories on the dependent variable are tested for
statistical significance. The relative effect upon the dependent variabies of each of the indepen-
dent variables, their combined effects and interactions, may be assessed.

Analysis of variance is in many ways similar to multiple regression and, in fact, the SPSS
n-way ANOVA procedure is based on the least-squares general-linear hypothesis approach.
Analysis of variance differs from regression insofar as it relaxes the restrictions on levels of
measurement of independent variables and provides a convenient way for examining the interac-
tion effects of specific combinations of independent variables. [n analysis of covariance. the set
of independent variables includes both categorical and continuous variables; the continuous
variables (covariares) are assumed to be linearly related to the dependent variable.

SPSS subprogram ANOV A performs #-way analysis of variance with up to five factors
and will adjust for up to five covariates. It can handle factorial designs that are urbalanced and
contain some empty cells. In addition, the ANOVA subprogram can present the results of
analyses of variance and covariance in multiple classification analysis (MCA) format. In addi-
tion to the general n-way analysis of variance procedure (ANOVA), SPSS contains the very
detailed one-way analysis of variance subprogram ONEWAY. ONEWAY includes many spe-
cial optional features including tests for trends across categories of the independent variable,
user-specified a priori contrasts, a posteriori contrasts, and homogeneity of variances.

1.2.2.7 Discriminant Analysis

With discriminant analysis a researcher calculates the effects of a collection of interval-
level independent variables on a nominal dependent variable (classification). Linear combina-
tions of independent variables that best distinguish between cases in the categories of the
dependent variable are found.

SPSS subprogram DISCRIMINANT calculates and prints discriminant-funciion coeffi-
cients and classification-function coefficients. All independent variables may be entered into the
discriminant functions, or, if the user chooses, DISCRIMINANT wiil operate in a stepwise
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mode. entering variables in the order of their explanatory power. The user may control both the
number of discriminant functions generated and the number of vanables entered.

Discriminant scores, the probability of membership in each category of the dependent
variable, and the predicted category may be calculated and printed for each case in the file. The
discriminant scores and the predicted category for each case may be punched or written on an
cutput file and may be reentered into SPSS on a subsequent run for further analysis.

1.2.2.8 Guttman Scaling

All the statistical procedures previously discussed, with the exception of those used to
examine the characteristics of individual variables, represent different methods for examining,
explaining, and predicting the relationship between one or more independent variables and a
dependent variable. In this section and the two sections following, we discuss procedures
contained in SPSS for locating underlying continuums or variable sets from a larger groups of
variables.

Gurtman-scale analysis is a means of analyzing the underlying operating characteristics
of three of more items in order to determine if their interrelationships meet two special proper-
ties that define an acceptable Guttman scale—unidimensionality and cumulativeness.

In the SPSS GUTTMAN SCALE procedure the scales are computed by the Goodenough
technique. Each item to be included in a scale may have up to three cutting points, and on an
individual scaie the item is computed for all possible combinations of cutting points specified.
The order of items may be automatically determined by the subprogram according to the
proportion of the respondents who “‘fail’” or ‘‘reject’ items. Alternatively, the user may
personally fix the order of items.

In addition to the basic table giving the frequencies, errors, and scale types. the user may
request a number of statistics that will aid him in evaluating the scales. [ncluded in the available
statistics are: (1) the coefficient of reproducibility, (2) the minimum marginal reproducibility,
(3) the percent improvement, and (4) the coefficient of scalability. All these statistics help the
user to determine the quality of the scale. Interitem correlations and part-whole correlations may
be requested also.

1.2.2.9 Factor Analysis

Factor analysis is a much more generalized procedure for locating and defining dimen-
sional space among a relatively large group of variables. Because of the generality of factor
analysis, it is difficult o present a capsule description of its functions and appiications. The
major use of factor analysis by sociai scientists is to locate a smaller number of valid dimen-
sions, clusters, or factors contained in a larger set of independent items or variables. And
viewed from the other side, factor analysis can help determine the degree to which a given
variable or several variables are part of a common underlying phenomenon.

The SPSS FACTOR procedure can begin with either raw data, a correlation matrix. or a
factor matrix. The methods of factoring available are principal-component analysis, alpha
factoring, principal-axis factoring, Rao’s canonical factoring, and image factoring. The factor-
ing procedure can be contolled by specifying the number of iterations to be performed, if
applicable, the number of factors o be extracted, if applicable, or the minimum value of an
zigenvalue for which a factor will be extracted. Following the factor-exiraction phase, rotations
may be performed. The types of rotations that may be used are varimax, equimax, gquartimax,
and the direct oblimin method of oblique rotation.

Factor-scale scores for each observation in the file can aiso be produced, and these scales
(which can be written or punched on an output medium of the user’s choice) can be added as
new variables to the user’s file on subsequent runs.

1.2.2.10 Canonical Correlation

Multiple regression is a technique for examining the relationships among several inde-
pendent variables and a single dependent variable. Factor analysis is a technique of data
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reduction that locates fewer underlying dimensions (higher-order variables) out of a larger pool
of variables in which no distinction has been made between independent and dependent vari-
ables. Canonical correlation is in some respects a combination of the two alternate multivariate
techaiques. It contains data reduction capabilities similar to factor analysis. but, having required
the user to divide the variables into two sets, also assesses the relationship between the two sets
of factors (called canonical variates).

In this way, the researcher is able to conveniently simplify and analyze the relationship
between a large number of independent variables and a large number of dependent variables.
More precisely, canonical correlation analysis takes as its basic input two sets of variables, each
of which can be given theoretical meaning as a set, and exiracts linear combinations of the
variables within cach set; each linear combination maximaily correlates with a corresponding
linear combination from the other set. These linear combinations are the canonical variates and
come in associated pairs. Thus, the higher-order dimensions are created not on the basis of
accounting for the maximal variance within one set of variubles {as in factor analysis), but on
the basis of accounting for a maximum amount of the relutionship between the two sets of
variables.

Input to the SPSS CANCORR procedure can be cither raw datu or a correlation matrix.
The user may specify the number of pairs of canonical variatas to be exiracted and the signifi-
cance level required for extraction. The procedure automatically outputs the canonical correla-
tions, along with tests of their statistical significance, and the coclficients of the canonical
variates, CANCORR will optienally punch or write the values of the canonical variates for all
cases in the file. These variates can be reentered into SPSS as new variables on a subsequent
run.

We have described the principal statistical procedures available within the SPSS system.
[t is important to realize, however. that these procedures can be cxccuted in any sequence. or
repetitively in the course of a single run or session with the computer. Thus the user may elect to
perform some crosstabulations. do a multiple regression, and then do some correlations upon
the same file of data in a single run. Also. the procedures described share the general
capabilities of SPSS for file handling, variable manipulation, and so forth, so that they consti-
tute a sequence of steps available to the user in any order that makes sense in the context of the
problem. In Sec. 1.3 we discuss some of the general capabilities of SPSS that are available in
conjunction with any statistical procedure the user may specify.
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